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Abstract— SCoBi-Veg stands for Signals of opportunity
Coherent Bistatic scattering model for Vegetated terrains. It sim-
ulates polarimetric reflectometry of vegetation canopy over a flat
ground using a Monte Carlo scheme. The model is aimed at
assessing the value of navigation and communication satellite
Signals of Opportunity in a range of frequencies from P- to
S-bands for remote sensing of a number of geophysical land
parameters such as soil moisture and biomass. A fully polarimet-
ric expression for bistatic scattering from a vegetation canopy
is first formulated for a general case and is then specialized
to the practical case of ground-based/low-altitude platforms
with passive receivers overlooking vegetation using the signals
transmitted from large distances. Using analytical wave theory in
conjunction with distorted Born approximation, the transmit and
receive antenna effects (i.e., polarization crosstalk/mismatch, ori-
entation, and altitude) are explicitly accounted for. The forward
model developed here enables the understanding of the effect
of different geophysical parameters and system configurations
on the coherent and incoherent components of the reflected
signatures. It can thus help developing robust inverse algorithm
for extraction of soil moisture and biomass. The model is applied
to P-band signals of geostationary communication satellites to
describe polarimetric reflections from tree canopies as observed
from down-looking platforms at various altitudes. The relative
contributions of diffuse and specular scattering on total reflected
power and reflectivity are quantified for various observing
scenarios.

Index Terms— Bistatic, diffuse, polarimetric, Signals of Oppor-
tunity (SoOp), specular, vegetation.
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I. INTRODUCTION

S IGNALS of Opportunity (SoOp)-based systems have
emerged in recent years as a new domain of microwave

remote sensing with great potential to realize the earth science
community’s need for global geophysical parameter retrieval
at high spatiotemporal scales [1], [2]. The key principle
of the SoOp approach is to receive and further extract
information from free illuminators whose signal reflects off
the earth surface. Unlike traditional microwave remote sens-
ing, the existing signal sources are exploited in bistatic
configuration in which the transmitter and the receiver are
separated by significant distance. SoOp systems are a pow-
erful, cost-effective approach because they only require the
development of a passive receiver, analysis algorithm, and
no on-board transmitter. SoOp concept has been widely used
for collecting or modeling of Global Navigation Satellite
System (GNSS) signal reflections over the ocean surface for
estimating wind vectors or altimetry since the 1990s. It has
been implemented in technology demonstration experiments,
TechDemoSat-1 (TDS-1) [3] and United Kingdom Disaster
Monitoring Constellation [4], and a dedicated ocean mis-
sion [Cyclone GNSS (CYGNSS)] [5] from space.

The application of GNSS reflectometry (GNSS-R) to other
geophysical variables such as soil moisture, vegetation, wet-
land extent, and snow has also been studied from ground
and airborne systems under several different measurement
configurations [6]. For instance, interference patterns between
direct and reflected signals are exploited using either geo-
detic or specifically designed GNSS receivers located on a
tower to derive soil moisture over bare and vegetated surfaces
[7]–[11]. In addition, airborne and balloon experiments have
been used to evaluate the potential of GNSS-R methodologies
for larger scale applications [12], [13]. Most recently, the
qualitative analysis of TDS-1 data over land, in conjunc-
tion with other satellite products such as soil moisture data
from Soil Moisture Ocean Salinity level 3 and normalized
difference vegetation index data from Moderate Resolution
Imaging Spectroradiometer or Landsat, has demonstrated that
the reflected signal has an extremely large dynamic range over
land [14]–[16]. In addition, the large amount of land observa-
tions by the recent CYGNSS mission provides investigators’
opportunities to further infer the sensitivity of GNSS-R mea-
surements to various land features from space.
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There is increasing interest to extend these techniques
originally developed for L-band GNSS signals to digital trans-
missions from communication satellites in other bands [17].
For instance, SoOp methods have been applied to com-
munication satellite broadcasts in S- and Ku-bands and
used to demonstrate remote sensing of ocean winds, signif-
icant wave height, and sea surface height [18], [19]. The
P-band signals transmitted by the Military Satellite Com-
munication series of satellites have been proposed to mea-
sure root-zone soil moisture through heavy vegetation by
recording reflected signals using a simple passive microwave
receiver [20]–[22]. Furthermore, P-band signals have been
used to demonstrate remote sensing of snow water equiv-
alent by analysis of the phase change of the reflected
signal [23].

There are a host of navigation and communications satellites
illuminating multiple regions of the globe all the time. Fur-
thermore, these satellites span a wide range of the microwave
spectrum. Hence, each one of these satellites is a potential
candidate for doing different earth science remote sensing.
In order to fully leverage the potential of these SoOp transmit-
ters, it is advantageous to develop bistatic scattering models
of earth terrain that describe land interactions with the signals
at different frequencies in the specular direction. In other
words, using scattering models, we can: 1) explore new
measurement techniques and configurations; 2) understand the
advantages and limitations of each technique; 3) identify the
optimum frequencies and signal properties that could help
determine the parameters of interest; and 4) deliver sets of
test data for training retrieval algorithms. With these goals
in mind, we recently developed a coherent bistatic vegeta-
tion scattering model, based on a Monte Carlo simulation,
to compute polarimetric bistatic reflectometry [24]. Indeed,
due to the scarcity of available bistatic data, it appears that
scattering models are a critical step in the advancement of
these studies and in the design of future missions or field
campaigns.

Despite the somewhat large amount of existing data for
soil moisture or vegetation biomass retrieval from monostatic
active/passive microwave systems and numerous theoretical
models (dating back to the 1970s), bistatic scattering models
capable of estimating land parameters from space are still
in relatively early stages of development. Very few models
which can handle bistatic configurations have so far been
developed and can be grouped into two basic categories.
The first group [25]–[29] is incoherent models that are
based on radiative transfer (RT) theory. This approach is a
heuristic method based on the law of energy conservation,
so it supplies no phase information, but the vector form of
RT models is capable of simulating polarimetric data. The
second group [24], [30] is coherent models that are based
on analytical wave theory in conjunction with the distorted
Born approximation and perform coherent sum of the scattered
fields. They provide complex field quantities and thus include
both amplitude and phase information. This enables one not
only to simulate polarimetric bistatic reflectometry for various
polarization combinations but also to realize interferometric or
beamforming techniques.

In [25], Michigan Microwave Canopy Scattering (MIMICS)
model, which is based on the first-order RT theory, is extended
to bistatic geometry (hence called bi-MIMICS). The model has
been applied to tree canopies at L-, C-, and X-bands with linear
polarizations. The bistatic scattering results are compared
with those in the backscatter direction to find out optimum
sensing configuration for forest biomass estimation. Wu and
Jin [29] modified bi-MIMIC model by including combination
of circular and linear polarizations of transmiter/receiver to
investigate the effect of various observation angles and polar-
ization combinations on the bistatic reflectometry over Aspen
stands.

In [26], an RT-based multiple-scattering model (called Tor
Vergeta), which is intrinsically bistatic, is extended to consider
specular scattering by including circular polarization in spec-
ular direction, focusing on GNSS-R applications to biomass
monitoring of forests. The model combines the scattering and
extinction properties of each scatterer using the matrix dou-
bling algorithm. Guerriero et al. [27] employed the Tor Vergeta
model to perform simulations of the scattering coefficient of
corn at linear polarizations, over a wide range of observation
angles at L- and C-bands. Later, Pierdicca et al. [28] developed
a simulator (called SAVERS) for GNSS reflections from bare
and vegetated soils, which uses the Tor Vergeta model with
circular polarization. The polarization synthesis technique,
applied to take antenna polarization mismatch and crosstalk
into account, has been presented. Preliminary assessment of
the simulator is successfully demonstrated against the field
data acquired over sunflower plants during a growing cycle.

Thirion-Lefevre et al. [30] studied bistatic scattering by
forested areas using a coherent scattering model called
COBISMO, which is an extension of previous developed
coherent backscatter model. They considered linear polariza-
tion and analyzed radiometric and polarimetric aspects of
bistatic scattering coefficients of forest canopies at P-band
to check the physical relevance of the model behavior. The
present model, Signals of opportunity Coherent Bistatic scat-
tering model for Vegetated terrains (SCoBi-Veg), falls in the
same category with COBISMO, but includes more compre-
hensive antenna characteristics as well as circular polarization
since the SoOp transmitters are often circularly polarized and
the receiver antennas cannot be constructed to produce pure
polarization states.

The SCoBi-Veg model calculates the received complex field
in three main contributions: 1) direct term; 2) specular term;
and 3) diffuse term by explicitly accounting for both antenna
and scene characteristics. The first contribution represents the
line of sight or the shortest path between the antennas while
the second term denotes the scattering along the specular
direction. Finally, the diffusely scattered waves arrive at the
receiver antenna from a wide range of angles in both azimuth
and elevation due to scattering from the illuminated volume.
An average diffuse term is obtained by a sufficient number of
realizations of vegetation through Monte Carlo simulations.
In received reflected field, the antenna characteristics and
orientation play a key role. For instance, for ground-based sys-
tems, the antenna radiation pattern projected on the surface is
not uniformly distributed in phase, amplitude, or polarization.
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The bistatic radar coefficient calculated by the model thus
needs to have the antenna characteristics embedded in it as
well as the statistical and physical properties of the terrain
to mimic the real measurement setting. Previous studies have
usually assumed plane wave illumination/scattering, and/or
ignored such antenna effects. The SCoBi-Veg model considers
variations of both the strength and polarization states of the
received wave along the beam direction so that the same
model could be uniformly applied across different platforms at
various altitudes. This is an important step since the ground-
based receivers are often used for validation of algorithms to
be used by spaceborne observations.

This paper aims at presenting an overview of the newly
formulated coherent bistatic vegetation scattering model, i.e.,
SCoBi-Veg, as well as P-band analysis of polarimetric specular
and diffuse contributions for a tree canopy. A companion paper
is currently in preparation to provide details of open-source
implementation of the SCoBi-Veg model in MATLAB/Octave
environment. Section II starts providing explicit expressions
of direct, specular, and diffuse contributions to the received
field in a general bistatic configuration. The field quantities are
then converted to the polarimetric received power in modified
Stokes vectors. Section II concludes by specializing the model
for geometries where the relative distance of the transmitter to
the receiver with respect to the specular ground point is large.
This represents the most common observation configuration
for SoOp concepts. Section III first introduces the simulation
setting and parameters at P-band, and then provides simulation
results and discussion of the results. Finally, Section IV
summarizes the important aspects of the model and draws
conclusions based on the simulated results. Four appendixes
are provided at the end to supplement understanding of the
model formulation, definitions, and notations.

II. MODEL

In this section, the details of the formulation behind the
SCoBi-Veg model will be presented. A general bistatic scat-
tering case is first considered, where two antennas do not
have their main beam axis pointing at each other and both of
which are overlooking the vegetation. One antenna system is
associated with the SoOp transmitter while the other refers to
the passive receiver. The vegetation is represented as ensemble
of canonical scatterers located above a flat ground. The model
calculates direct, specular, and diffuse components of the
received complex field for a wide-beam antenna system with
nonzero cross-polarization. The model is specialized to the
most common SoOp application, where the transmitter is
located far away. The local incident angles are assumed to
be constant (parallel incident rays) and spreading loss effects
due to the incoming wave are ignored, but the spreading loss
and sphericity of the scattered wave are considered due to
proximity of the receiver platforms that may operate close
to the ground. This configuration will represent “plane wave
incidence” and “spherical wave scattering.” Furthermore, the
formulation considers variations of both the strength and
polarization states of the received wave along the beam
direction by taking into account for the polarization mismatch

Fig. 1. Arbitrary bistatic antenna configuration.

and crosstalk. Since the model preserves the phase of the
scattered field from the canopy, it allows us to calculate various
combination of transmit–receive polarization combinations to
investigate various polarization signatures.

A. General Case

In this section, we will consider a general bistatic scattering
case where two antennas do not have their main beam axis
pointing at each other. A step-by-step process will be outlined
to obtain the received field when two nonideal antennas are
mismatched in polarization. A transmit antenna located at
point T (at a height of ht ) is considered to be illuminating
the earth surface and another antenna as a receiver located at
point R (at a height of hr ) is collecting the scattered field from
the surface as depicted in Fig. 1. In this paper, the earth surface
is assumed to be planar, mostly valid for ground-based or low-
altitude aircraft platforms, while the same formulation can be
extended for spaceborne geometries, where the earth curvature
is important. In the reference coordinate system (x, y, z), the
zenith (or surface normal n̂) is in ẑ direction while the unit
vectors x̂ and ŷ form the ground (xy plane) and are aligned
with the local East and North directions, respectively. The
reference frame defined here is similar to the standard local
east, north, up (ENU) system. The transmit antenna in a
coordinate system (xt , yt , zt ) points to the ground (point Bt )
with the incidence angle θ0t = cos−1(−n̂·ẑt ) while the receive
antenna in a coordinate system (xr , yr , zr ) points to the ground
(point Br ) with the incidence angle θ0r = cos−1(−n̂ · ẑr ).
The main beam (boresight) axis of both antennas is aligned
with their own local z coordinates. For notational clarity, unit
vectors are bolded with a hat over them while vectors with
magnitudes other than one will be bolded only. In addition,
the subscript r refers to a quantity associated with the receive
antenna, and t is associated with the transmit antenna.

The electric field radiated by an antenna is commonly
defined by a spherical coordinate system. The incident wave,
having θt and ϕt components in transmit antenna frame,
travels in the radial direction k̂i from the transmitter, while
the scattered wave, having θr and ϕr components in receive
antenna frame, travels in the radial direction k̂o toward the
receiver. One can write

k̂i = x̂t sin θt cos ϕt + ŷt sin θt sinϕt + ẑt cos θt (1.a)

−k̂o = x̂r sin θr cos ϕr + ŷr sin θr sin ϕr + ẑr cos θr (1.b)
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where the subscript i refers to a quantity associated with inci-
dent (transmitted) wave, and o is associated with the scattered
(received) wave. The orthonormal unit vectors (x̂t , ŷt , ẑt ) and
(x̂r , ŷr , ẑr ) are defined along the antenna frame axes.

The point S in Fig. 1 denotes the location of the point
of reflection that follows the shortest multipath distance from
ground. This is called the “Specular Point,” where the incident
and reflected waves make the same angle of θs with the
surface normal. It is determined from simple image theory by
confining the discussion to a plane earth. A local coordinate
system (x ′, y ′, z′) centered at the specular point S is also
shown. The x ′-axis lies along the ground range between
the source and the receiver (between projected points Gt

and Gr ) while the z′-axis is normal to the surface. The angle
between the local x ′-axis and the reference (ENU) x-axis,
ϕ = cos−1(x̂ · x̂′), defines the azimuth direction of the transmit
antenna from the local East. The orthonormal unit vectors
(x̂′, ŷ′, ẑ′) are defined along the local coordinate axes.

In reality, the energy source illuminates a large region of
the surface, depending on the extent of the transmit antenna
main beam. Radiation traveling from surface points by any
other path than the specular point will travel a longer dis-
tance. The difference between any other path length and the
shortest distance will form a family of ellipses on the ground.
The elliptic zones can be defined around the specular point
with unique phase differences (multiples of half-wavelengths)
called Fresnel zones. The exact dimensions of the Fresnel
ellipses are given in [31] for planar earth. Depending on the
surface roughness and vegetation, the number of contributing
zones may differ. In addition, the signal received by any SoOp
instrument will be in general constrained by footprints of both
transmitter and receiver range and Doppler discriminations.

In the present investigation, P-band geostationary transmit-
ter and tower-based receiver are considered as an example
scenario (without loss of generality), so both platforms are
not moving. Thus, there will be no Doppler shift in the
received field. Since the model preserves the phase, Doppler
effects can be incorporated in the simulations as well for
GNSS-R applications. Thus, only footprint of receiver and
range discrimination are considered in the simulations. Range
discrimination represents the relative delay with respect to the
specular reflection point. As a result, Fresnel zones correspond
to range delays that the SoOp instrument discriminates around
the specular point. Fresnel zone basically refers to iso-range
discrimination areas proportional to a fraction of the wave-
length, which can also be based on the chip resolution as done
in the GNSS-R community.

Let us now situate some vegetation over the ground plane.
In Fig. 2, bistatic scattering over a vegetated landscape is
illustrated from a perspective (looking along y ′) that is per-
pendicular to the plane containing the receiver, transmitter,
and specular point. The canopy is represented as an ensem-
ble of canonical scatterers located above the ground plane.
This approach is called “discrete scatterer” where the canopy
can consist of randomly distributed branches, stems, leaves,
needles, and vertically distributed tree trunks or stalks all
having prescribed location and orientation statistics. Leaves are
modeled as flat thin dielectric discs [32], [33] and branches,

Fig. 2. Representation of a vegetated landscape.

trunks, and stalks are modeled as finitely long lossy-dielectric
cylinders [34], [35]. The single-scattering characteristics of
these constituents when averaged determine the attenuation
and scattering properties of the canopy. The advantage of the
discrete approach is that the results are expressed in terms of
quantities (plant geometry and orientation statistics) that are
related to the biophysical properties of individual plants. These
canonical scatterers are assumed to be uniformly distributed
throughout the layer.

For sake of convenience, the local coordinate system
(x ′, y ′, z′) is moved to the top surface of the vegetation. The
ground (z = 0) in ENU is thus denoted by z′ = −d plane
in local coordinates. The transmit and receive antennas are
located at xi and xo, respectively. The total received field will
have direct and multipath components

b =
[

b1
b2

]
= bd + bm (2.a)

where the direct component is

bd =
[

b1d

b2d

]
(2.b)

and the multipath component is

bm =
[

b1m

b2m

]
(2.c)

The elements of b vector (i.e., b1 and b2) represent network
scattering parameters at the physical antenna ports such as
port 1 (along xr -axis) and port 2 (along yr -axis), respectively,
when the antenna is in reception mode. They are complex
voltage quantities and their magnitude squares are equal
to received power at each port [36]. Throughout the text,
the lowercase letters with a single underline denote two-by-
one vectors while two-by-two matrices are likewise indicated
using lowercase letters with a double underline.

There are two different uses of “Coherent” in this paper.
First, with the “coherent model,” it is meant that the absolute
phase (complex electric field) of the received signal is pre-
served. This means that the scattering considers relative posi-
tions of scatterers as well as phase change due to reflection
and scattering since they are added coherently (summing in
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complex electric field). Doppler is another source of phase
shift, but not considered in the present investigation. Second,
with the “coherent term” as described below, the specular
reflection contribution is referred, which comes from a single
point only from geometric optics point of view. In other words,
the coherent term is simply the expected value of the field.

The multipath component will have coherent (specular
reflection) and incoherent (off-specular or diffuse scattering)
contributions

bm = bcoh
m + binc

m (3.a)

where the incoherent contribution is

binc
m =

[
binc

1m
binc

2m

]
(3.b)

and the coherent contribution is

bcoh
m =

[
bcoh

1m
bcoh

2m

]
(3.c)

Below, each contribution will be described separately.
1) Direct Contribution: This contribution represents the

shortest path where the transmitted signal arrives at the receiv-
ing antenna directly and is given by

bd = K
eik0rd

rd
gr (k̂d) · u t→r (k̂d ) · g t (k̂d ) · et (4.a)

where k̂d is the unit vector from the transmit antenna to the
receiver antenna and the constant K is given by

K = i
λ0

4π

√
G0r EIRP (4.b)

where i = √−1 is the unit complex number,EIRP = Pt G0t

is the equivalent isotropic radiated power (EIRP), λ0 is the
wavelength in free space, Pt is the power transmitted, G0t is
the maximum gain of the transmit antenna, G0r is the max-
imum gain of the receive antenna, rd is the slant range—the
distance between the transmit and receive antennas, and k0 is
the free-space wavenumber i.e., k0 = 2π/λ0.

It is important to realize that antennas cannot be constructed
to produce pure polarization states [37]. There will always
be some nonzero cross-polarization level (crosstalk isolation).
Nevertheless, we refer to the antenna, for example, as linearly
polarized. Here, it is recognized that we mean “nominally”
linear (horizontal) and a cross-polarized (vertical) components
will be present. Similarly, for a circularly polarized antenna,
we mean “nominally” right-hand circularly polarized (RHCP)
and a cross-polarized [left-hand circularly polarized (LHCP)]
components will be present. As discussed in Appendix A,
the pattern matrices can be constructed to take into account
the cross-polarization leakage between ports of the anten-
nas. In (4.a), the receive and transmit antenna patterns are
represented by the two-by-two matrices gr and g t , called
normalized “voltage” pattern matrices, respectively. Their
expressions are given in (A.3) and (A.6) for linearly and
circularly polarized antennas, respectively.

The vector et = [ e1 e2 ]T in (4.a), where the superscript T
is transpose, defines the nominal polarization state of the
transmit antenna ports, and its magnitude is equal to 1.

It represents the polarization state in the main beam direction
of the transmit antenna. The polarization, however, varies
for increased off-axis angles over the radiation pattern. Due
to the orientation of the transmit and the receive antennas,
the antenna polarization states are different off the boresight
and this will introduce polarization mismatch (hence loss).
One can relate polarization states of the transmit and receive
antennas through a polarization (field) rotation matrix (see
Appendix B). For instance, the rotation matrix from circularly
polarized transmit antenna basis (ûR

t1, ûL
t2) to linearly polarized

receive antenna basis (ûX
r1, ûY

r2) can be written as

u t→r (k̂d) =
[

ûR
t1 · ûX∗

r1 ûL
t2 · ûX∗

r1
ûR

t1 · ûY∗
r2 ûL

t2 · ûY∗
r2

]
(4.c)

where the symbol ∗ represents complex conjugate, the super-
scripts R, L, X , and Y denote RHCP, LHCP, linear polarization
in X-direction (along x-axis port), and linear polarization in
Y -direction (along y-axis port), respectively, as defined in
Appendix A. In this paper, the antenna y-axis of both transmit
and receive frames is chosen to always be parallel to the
ground, so that it represents the horizontal polarized port while
the other port (x-axis) represents vertical polarization when
the antenna is linearly polarized. This scheme is accomplished
through antenna rotation matrices as described in Appendix C.

2) Specular Reflection (Coherent) Contribution: The coher-
ent contribution represents the reflection from the specular
point S on the ground. According to image theory under the
assumption that the surface is of infinite extent, it can be
written as

bcoh
m = K

eik0(rst +rsr )

(rst + rsr )
g r

(
ô+

s

) · u s→r
(
ô+

s

) · r s
(
ô+

s , î
−
s

)
· u t→s

(
î
−
s

) · g t
(
î
−
s

) · et (5)

where the constant K is defined above in (4.b), and the
distances rst and rsr are the ranges from the transmit antenna
to the specular point and from the receive antenna to the
specular point, respectively.

The wave attenuates as it propagates down from the top
of the vegetation to the ground. It then reflects from the
surface specularly, and it again attenuates from the ground
to the top of the vegetation. The coherent term is essentially
attenuated twice by the vegetation. The attenuation and phase
change of the coherent wave, propagating in the equiva-
lent medium, is found by calculating the mean field within
the medium [38], [39] according to Foldy–Lax approxima-
tion [40], [41]. This approach assumes single scattering and
azimuthal uniformity, but inhomogeneous along vertical axes.
The vegetation canopy can be divided into stratified layers to
account for variability along vertical axes. The paulownia trees
used in this paper are divided into four layers (one trunk and
three canopy layers) as described in Section III.

The propagation and reflection process within the vegetation
can be written as a specular reflection matrix

r s
(
ô+

s , î
−
s

) = t
(
ô+

s

) · r g (θs) · t
(
î−s

)
(6)

where t is the vegetation transmission matrix and r g is

the ground reflection matrix. The unit vectors î
−
s and ô+

s
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describe the wave propagation in the incoming and outgoing
directions, respectively. The superscripts + and − are used
to denote the wave modes propagating in the positive and
negative z-directions. The subscript s indicates that quantities
are calculated for the specular point. The angle θs is the angle
of reflection at the specular point and can be calculated as

θs = cos−1 { − n̂ · î
−
s

} = cos−1 {
n̂ · ô+

s

}
(7)

The transmission matrix is responsible for the incident and
scattered waves to experience attenuation when they travel
in the mean medium [39]. Under the assumption that the
scatterers are uniformly distributed in azimuth, the following
expression for the one-way transmission matrix is obtained:

t(î) =
[

ei�κzp(î)d 0

0 ei�κzq (î)d

]
(8.a)

where d is the depth of the vegetation, î is a unit vector in the
direction of propagation (i.e., î

−
s or ô+

s ), and the exponents of
matrix elements are of the form (Foldy–Lax approximation)
[40], [41]

�κzq(î) = 2π

k0 cos θ

∑
α

ρα f
α
qq(î, î; βα) (8.b)

where the angle θ is the angle between the unit vector î
and z-axis. The summation index α denotes the scatterer
types such as leaves, needles, branches, stalks, or trunks.
The number density of the scatterer type α is given by ρα .
Here, the quantity f α

pq(ô; î; βα) denotes the bistatic scattering

amplitude of the scatterer type α, where î is in the direction of
the incident wave and ô is in the direction of the observation
point. The subscripts p and q can be horizontal (H) or vertical
(V), and as a result, co- and cross-polarized cases are treated
simultaneously.

The quantity βα describes the orientation, size, and position
statistics of the scatterer type. The bar over the scattering
amplitude denotes ensemble average over the angular and size
statistics of the particles. In this paper, the leaves (or needles)
are represented by an average-size circular disk (or circular
finite cylinder); hence, the averaging is done for orientation
angles only. The trunks (or stalks) are vertical and have a
typical size. No averaging is, therefore, performed on trunks
(or stalks). The branches (if different kinds are included) can
be divided into several groups, and each group can have an
average length and an average diameter. Orientation averaging
can then be performed on each branch group. In other words,
orientation of leaves and branches is random but dimension is
fixed, trunks dimensions and orientation are fixed, and position
of each scatterer is random. Notice that in (8.b), f

α
qq(î, î; βα) is

the forward scattering amplitude of the αth group of scatterers.
In (6), the ground reflection matrix is given by

r g (θs) =
[

�gp (θs) 0
0 �gq (θs)

]
. (9.a)

It is assumed that the rough surface under the vegetation
is smooth and follows Kirchhoff’s approximation with a
Gaussian height distribution [42]; therefore, diffuse scattering
from ground is not accounted for and the reflection coefficient

of the rough surface is expressed with the Fresnel coefficients
as

�gq (θs) = rgqe−2(k0s cos θs)
2

(9.b)

where rgq is the q-polarized Fresnel reflection coefficient of
the average dielectric surface, s is the surface rms height, and
θs is the angle of reflection from the surface, defined in (7).
The diffuse surface scattering is attenuated by vegetation
twice, and it is not expected to be a strong contributor to the
total power unless it is very rough surface and topographic
relief exists.

The polarization basis of the receive antenna and the
specular ground point along scattered wave (ô+

s ), denoted
by the subscript s → r , are related by a rotation matrix
(see Appendix B) that is given by

u s→r
(
ô+

s

) =
[

v̂s
o · û∗

r1 ĥ
s
o · û∗

r1

v̂s
o · û∗

r2 ĥ
s
o · û∗

r2

]
(10.a)

where the local horizontal and vertical polarization in the
direction from the specular point to the receiver are, respec-
tively, given by

ĥ
s
o = n̂ × ô+

s∣∣n̂ × ô+
s

∣∣ and v̂s
o = ĥ

s
o × ô+

s (10.b)

where n̂ = ẑ′ and the horizontal polarization vector ĥ
s
o is

parallel to the local x ′y ′ plane.
The polarization basis of the transmit antenna and the specu-

lar point along the incident wave (î
−
s ), denoted by the subscript

t → s, are related by a rotation matrix (see Appendix B) that
is given by

u t→s
(
î
−
s

) =
[

ût1 · v̂s∗
i ût2 · v̂s∗

i

ût1 · ĥ
s∗
i ût2 · ĥ

s∗
i

]
(11.a)

where the local horizontal and vertical polarization in the
direction from transmitter to the specular point are, respec-
tively, given by

ĥ
s
i = î

−
s × n̂∣∣î−s × n̂

∣∣ and v̂s
i = î

−
s × ĥ

s
i (11.b)

where the horizontal polarization vector ĥ
s
i is parallel to local

x ′y ′ plane.
3) Diffuse Scattering (Incoherent) Contribution: The dif-

fusely scattered waves arrive at the receiver antenna from a
wide range of angles in both azimuth and elevation due to
scattering from the illuminated volume within the contributing
Fresnel zones. In “discrete scatterer” modeling [39], [43],
the vegetation layer is usually replaced by a slab of equiv-
alent homogenous medium by the Foldy–Lax theory. Using
analytical wave theory in conjunction with distorted Born
approximation [39], the transmit and receive antenna effects
(i.e., polarization, orientation, and shape) can be explicitly
accounted for.

Let us consider the geometry of the problem, shown
in Fig. 3, where a single scatterer of type α is embedded
at point Pα in the medium over the half-space. The position
vector is given by rα = xαx̂′+ yαŷ′−zα ẑ′ in local coordinates.
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Fig. 3. Scattering from a single particle immersed in the slab of mean
medium over a flat ground surface.

An expression for the received field due to this single particle
was obtained by employing distorted Born approximation
in [44] with the assumption that the regular far-field conditions
hold, i.e., each scatterer in the vegetation layer is in the far-
zone of the transmit antenna and the receive antenna is also
in the far-zone of each scatterer within the layer. The energy
source illuminates a large region of surface, inducing currents
that radiate in all directions. At any point in space, the reflected
field is sum of the radiation from these induced currents
according to the Huygens principle. The scattered plane wave
of propagation arises as a consequence of all incident plane
waves of differing propagation vectors being scattered by the
medium into observation direction. If the scatterer is in the far
field of the transmit antenna, the double integral involving the
transverse wavenumber of the incident wave can be evaluated
asymptotically by the method of stationary phase. In addition,
with an assumption on the particles such that each particle is
uniformly illuminated by the incident wave, the magnitude of
the mean wave is essentially constant in the vicinity of the
particle. In addition, the antennas with narrow beam and pure
polarization state were considered in [44].

The results in [44] are here adapted to a general case where
both antennas are considered to be wide-beam with nonzero
cross-polarized components. This implies that the strength and
polarization of the transmitted and received waves depend on
the antenna properties along the beam direction. Summing
the result of the single particle scattering over all types and
particles and taking into account the polarization mismatch
(rotation matrices) and the polarization crosstalk (antenna
pattern matrices with co- and cross-polarization components)
lead to the following:

binc
m = K

eik0 (rst +rsr )

rstrsr

∑
α

Nα∑
n=1

∑
x

Bx
α,n

×[
gr (ôx)·u p→r (ôx )·sx

α,n(ôx , îx)·u t→p(îx )·gt (îx)·et
]

(12)

where the constant K and the distances rst and rsr are defined
above. The summation indices α, n, and x denote the types
of particles, particle number of type α, and the scattering

mechanisms, respectively. Nα is the total number of particles
of type α within the illuminated volume around the specular
point. The normalized “voltage” pattern matrices, g t and gr ,
of transmit and receive antennas are given in Appendix A and
can be linearly or circularly polarized as discussed earlier. The
strengths of the incident and scattered waves at each particle
are directly proportional to the value of the antenna patterns
along that direction.

The wave from each particle follows four distinct paths
before arriving at the receiver, denoted by x ∈ {dd, rd, dr, rr}.
Each mechanism is described by the following scattering
matrices:

sdd
α,n

(
ô+
α , î

−
α

) = t
(
ô+

α

) · f α

(
ô+
α , î

−
α ; βα,n

) · t
(
î−α

)
(13.a)

sdr
α,n

(
ô+
α , î

+
α I

) = t
(
ô+

α

) · f α

(
ô+
α , î

+
α I ; βα,n

)
· r g

(
î
+
α I

) · t
(
î+α I

)
(13.b)

srd
α,n

(
ô−
α I , î

−
α

) = t
(
ô−

α I

) · r g
(
ô−
α I

)
· f α

(
ô−
α I , î

−
α ; βα,n

) · t
(
î−α

)
(13.c)

srr
α,n

(
ô−
α I , î

+
α I

) = t
(
ô−

α I

) · r g
(
ô−
α I

) · f α

(
ô−
α I , î

+
α I ; βα,n

)
· r g

(
î
+
α I

) · t
(
î+α I

)
(13.d)

where the unit vectors are defined as

î
−
α = ri

ri
, ri = |ri | = |rα − xi | (14.a)

ô+
α = ro

ro
, ro = |ro| = |rα − xo| (14.b)

î
+
α I = ri I

ri I
, ri I = |ri I | = |rα − xi I | (14.c)

ô−
α I = roI

roI
, roI = |roI | = |rα − xoI | (14.d)

and where the superscripts + and − are used to denote
the wave modes propagating in the positive and negative
z-directions, respectively. The subscript I is introduced in the
notation to refer to the auxiliary image antenna.

Fig. 4 illustrates the scattering mechanisms for a single
particle. The reflected paths are illustrated by the image
antenna representation, where the images of the transmit and
receive antennas with respect to ground are positioned at
xi I = xi − 2(xi · ẑ′ + d)ẑ′ and xoI = xo − 2(xo · ẑ′ + d)ẑ′,
respectively. In order to account for the attenuation of the
reflected components, an image medium is included in Fig. 4.
Each scattering mechanism can be visualized as follows.

1) Single Bounce Contribution [see (13.a)]: Direct–direct
(dd) term follows the path T Pα R. The field travels in
the direction of îx = î

−
α toward the particle of type α,

located at rα , and then the incident field is bistatically
scattered from this particle and travels in the direction
of ôx = ô+

α toward the receive antenna.
2) Double Bounce Contributions [see (13.b) and (13.c)]:

It includes two mechanisms such as reflected-direct (dr)
and direct-reflected (rd) terms. The first mechanism
follows the path TI Pα R. The field incident on the
particle in the direction of îx = î

+
α I from the image

of the transmit antenna is reflected from the ground and
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Fig. 4. Scattering mechanisms and vector definitions for bistatic antenna
configuration.

bistatically scattered from the particle in the direction
of ôx = ô+

α toward the receive antenna. The second
mechanism follows the path T Pα RI . The field incident
on the particle in the direction of îx = î

−
α is bistatically

scattered from the particle in the direction of ôx = ô−
α I

toward the image of receive antenna after reflection from
the ground.

3) Triple Bounce Contribution [see (13.d)]:
Reflected-reflected (rr) term follows the path TI Pα RI .
The field incident on the particle in the direction of
îx = î

+
α I from the image of the transmit antenna is

reflected from the ground and bistatically scattered
from the particle in the direction of ôx = ô−

α I toward
the image of receive antenna after reflection from the
ground. It involves double reflection from the ground.

The bistatic scattering from the particle of type α
is described by a bistatic scattering amplitude matrix
f α(ôx , îx ; βα,n) as

f α(ôx , îx ; βα,n)

=
[

f α
VV(ôx , îx ; βα,n) f α

VH(ôx , îx ; βα,n)

f α
HV(ôx , îx ; βα,n) f α

HH(ôx , îx ; βα,n)

]
(15)

where the bistatic amplitude f α
pq(ôx , îx ; βα,n) is defined above.

The quantities p and q denote the local polarization states
along incident (îx ) and scattering (ôx ) directions, respectively,
and can be horizontal (H) or vertical (V). As stated above,
the quantity βα,n describes the orientation, size, and position

Fig. 5. Unit scattering vector definitions.

statistics of the scatterer type. Note that the polarization of
scattering amplitude is given in terms of linear polarization
since polarization in the local ground frame is defined with
linear polarization basis only.

The ground reflection matrix r g is defined in (9) and
the transmission matrix t for the particle located at rα

(the point Pα) is given by

t(î) =
[

ei�κzp(î)rzα(î) 0

0 ei�κzq(î)rzα(î)

]
(16)

where �κzp(î) is defined in (8.b) and rzα = |rα · n̂| is the
vertical distance that the wave propagates within the mean
medium. For direct paths from and to the particle (antennas in
the real positions), they are given by rzα(î

−
α ) = rzα(ô+

α ) = zα ,
while for reflected paths from and to the particle (antennas in
the image positions), they are given by rzα(î

+
α I ) = rzα(ô−

α I ) =
−zα+2d . Since each scattering mechanism follows a different
path, the total path traveled will be different. The factors Bx

α,n
in (12) that account for the spreading loss (rsr/ro) and path-
dependent phase terms for each mechanism are thus unique.
The magnitude of these ratios could deviate from 1 when the
receiver is closer to vegetation. In other words, vegetation
depth relative to the receiver height determines the significance
of this factor. They are given by

Bdd
α,n =

(
eik0 (ri +ro)

riro

) / (
eik0(rst +rsr )

rstrsr

)
(17.a)

Bdr
α,n =

(
eik0 (ri I +ro)

ri I ro

) /(
eik0 (rst +rsr )

rstrsr

)
(17.b)

Brd
α,n =

(
eik0 (ri +roI )

riroI

) /(
eik0 (rst +rsr )

rstrsr

)
(17.c)

Brr
α,n =

(
eik0 (ri I +roI )

ri I roI

)/ (
eik0(rst +rsr )

rstrsr

)
(17.d)

Fig. 5 illustrates the directions of incoming and outgo-
ing waves at an individual particle (i.e., a vertical trunk).
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The polarization basis vectors, defined at the particle, differ
for each direction due to the beam divergence. As a result, four
distinct polarization rotation matrices have to be constructed.
Following the procedure in Appendix B, the rotation matrices
from the particle to the receiver (denoted by the subscript
p → r ) are obtained as:

u p→r
(
ô+
α

) =
[

v̂+
o · û∗

r1 ĥ
+
o · û∗

r1

v̂+
o · û∗

r2 ĥ
+
o · û∗

r2

]
for x = dd, dr (18.a)

u p→r
(
ô−
α I

) =
[

v̂−
oI · û∗

r1 ĥ
−
oI · û∗

r1

v̂−
oI · û∗

r2 ĥ
−
oI · û∗

r2

]
for x = rd, rr (18.b)

and the rotation matrices from the transmitter to the particle
(denoted by the subscript t → p) are obtained as

u t→p

(
î
−
α

)
=

[
ût1 · v̂−∗

i ût2 · v̂−∗
i

ût1 · ĥ
−∗
i ût2 · ĥ

−∗
i

]
for x = dd, rd (18.c)

u t→p

(
î
+
α I

)
=

[
ût1 · v̂+∗

i I ût2 · v̂+∗
i I

ût1 · ĥ
+∗
i I ût2 · ĥ

+∗
i I

]
for x = dr, rr. (18.d)

The local horizontal (parallel to local x ′y ′ plane) and vertical
polarizations for each direction are given by

ĥ
+
o = n̂ × ô+

α∣∣n̂ × ô+
α

∣∣ and v̂+
o = ĥ

+
o × ô+

α (19.a)

ĥ
−
oI = n̂ × ô−

α I∣∣n̂ × ô−
α I

∣∣ and v̂−
oI = ĥ

−
oI × ô+

α (19.b)

ĥ
−
i = î

−
α × n̂∣∣î−α × n̂

∣∣ and v̂−
i = î

−
α × ĥ

−
i (19.c)

ĥ
+
i I = î

+
α I × n̂∣∣î+α I × n̂

∣∣ and v̂+
i I = î

+
α I × ĥ

+
i I (19.d)

4) Received Power: The total power received can be written
in terms of the coherency vector as

P T = b ⊗ b∗ (20)

where b∗ is conjugate of b and the operator ⊗ indicates an
outer product (Kronecker product) that is defined in Appen-
dix D. Under the assumption that the scattering process is
stationary and that the direct and multipath component fields
arriving at the antennas from different directions are uncorre-
lated [45], the total power can be split into three independent
terms as

P T = P d + Pcoh
m + P inc

m (21.a)

where

P d =
{

|K |2
r2

d

}
D (21.b)

Pcoh
m =

{
|K |2

(rst + rsr )
2

}
� s (21.c)

P inc
m =

{
|K |2 AS

4πr2
str2

sr

}
σ 0

e (21.d)

where

D = G r (k̂d) · U t→r (k̂d ) · G t (k̂d) · E t (22.a)

� s = G r
(
ô+

s

) · U s→r
(
ô+

s

) · R s
(
ô+

s , î
−
s

) · U t→s
(
î
−
s

)
· G t

(
î
−
s

) · E t (22.b)

σ 0
e = 1

AS

∑
α

Nα∑
n=1

∑
x

∣∣Bx
α,n

∣∣2

× [
G r (ôx) · U x

p→r (ôx ) · σ x
α,n(ôx , îx ) · U x

t→p(îx)

· G t (îx) · E t
]

(22.c)

where four-by-one vectors, such as the coherency vector P T ,
are written using uppercase letters and a single underline while
four-by-four matrices are written using uppercase letters and
a double underline. The coherency vectors D, � s , and σ 0

e
represent direct signal, specular reflectivity, and “effective”
normalized bistatic radar cross section (NBRCS), respectively.
Note that antenna effects (e.g., the antenna beamwidths,
polarization crosstalk, loss, and altitude) are incorporated
into NBRCS (or bistatic scattering coefficient), which should
represent the object scattering properties only. The expression
in (22.c) is thus called “effective” NBRCS or σ 0

e and also
indicated with subscript e. The effects of system parameters
on NBRCS will be examined in the simulation section.

In calculating the outer products, the following identity is
utilized (m · n) ⊗ (m · n)∗ = (m ⊗ m∗) · (n ⊗ n∗) and the
following vectors/matrices are defined.

The coherency vector of transmit antenna polarization state
is given by

E t = et ⊗ e∗
t . (23)

The antenna normalized (power) pattern matrices are given
for the receive and transmit antennas, respectively, by

G r = gr ⊗ g∗
r (24.a)

G t = g t ⊗ g∗
t . (24.b)

The polarization basis rotation matrices that operate on
intensities are given by

U t→r = u t→r ⊗ u∗
t→r (25.a)

U s→r = u s→r ⊗ u∗
s→r (25.b)

U t→s = u t→s ⊗ u∗
t→s (25.c)

U x
p→r = ux

p→r ⊗ ux∗
p→r (25.d)

U x
t→p = ux

t→p ⊗ ux∗
t→p. (25.e)

In (22.b), the specular reflectivity operator that describes the
scattering from the specular point is defined as

R s = r s ⊗ r∗
s . (26)

In (22.c), AS is the surface area that is limited to a few
Fresnel zones to capture most of the contributions and may
differ from the whole area projected by the receiver antenna.
In space borne geometries, the relative area (discriminated by
both Doppler and Delay) are small and system parameters
are uniform within that area. However, as demonstrated in
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Section II-B, as the receiver gets closer to the ground (low alti-
tudes), the system parameters and size of the surface area get
significant in NBRCS calculations. The formulation in (22.c)
provides explicit expressions to correct the measured NBRCS
by a ground-based system from the system-induced effects to
be used in spaceborne data interpretation.

Finally, the bistatic scattering cross-section operator is
given by

σ x
α,n = 4π

[
sx

α,n ⊗ sx∗
α,n

]
. (27)

B. Special Case (rst � rsr )

The expressions given above [namely, (21)] do not impose
any restriction on the relative distance between receiver and
transmitter slant ranges except that both transmitter and
receiver are in the far field of each other and both of them are
in the far-zone of vegetation constituents above ground. On the
other hand, in SoOp studies for remote sensing of earth prop-
erties, the utilized transmitters are mostly located in medium
earth orbit (MEO) such as GNSS or geostationary orbit (GEO)
such as communication satellites, and the receivers are oper-
ated from different platforms: ground, airborne, or spaceborne
at low earth orbit. For all of these scenarios, the relative
distance between transmitter and receivers to the specular
point is large, i.e., rst � rsr . By taking advantage of this
large difference, a flat earth approximation around the specular
point can be applied. Moreover, for the transmitters at MEO
and GEO, the range from the transmitter to the ground and
the incidence angle direction can be assumed to be equal for
all the surface surrounding the specular point. The footprint
associated with Fresnel zones can be approximated with the
following semiminor and semimajor axes, respectively, [46]:

b =
√

2δnhr cos θs

cos θs
(28.a)

a = b

cos θs
(28.b)

where θs is the angle of reflection at the specular point
as defined in (7), hr is the receiver height with respect
to ground, δn = nλ0/2 defines iso-delay ellipsis with the
delay of multiples of half-wavelengths, and n is the Fresnel
zone number. The nth Fresnel zone is defined as the surface
between the nth and (n− 1)th ellipsis. Even though one can
use the exact expression for Fresnel ellipses given in [31],
the above expressions remain fairly accurate for most practical
cases [47] and provide a better physical grasp of the footprint.
The reflected GNSS signal mainly comes within the first
(n = 1) Fresnel zone over land unless topographic effects
are present as indicated in [3] while the reflected signals over
ocean emanate over the multiple Fresnel zones (Glistening
zone) [46]. It is important to identify contributing Fresnel
zones and the scattering mechanism not only to determine the
footprint but also to arrive at a physical model that is suitable
for inversion.

The reflected signals are generally a superposition of both
the coherent (specular), incoherent (diffuse) scattering, and
direct components as given in (21). For down-looking anten-
nas, the direct signal can be significantly suppressed, but the

question remains on the relative importance of coherent and
incoherent contributions over land with respect to platform
altitude. It is important to recognize the path loss dependence
with distance of each term. The specularly reflected signal
follow a total ray path dependence, i.e., 1/(rst+rsr )

2 due to the
image theory, while the diffuse term exhibits a multiplicative
dependence given by 1/(r2

str
2
sr ) due to the additional spreading

loss, the incident signal experiences after reradiation from the
vegetation scatterers. The diffuse term thus decreases more
rapidly with distance than the specular component. These
differences are manifested in the relative weights of these
two components for different receiving platforms: ground,
airborne, and spaceborne.

Let us assume that specular reflection is dominant over
land and find out how much diffuse scattering alters the
specular reflectivity as a function of altitude. By normalizing
the total power P T with |K |2/(rst + rsr)

2, approximating the
surface area (= πab) with (28), and neglecting the direct
contribution, the reflectivity of the total reflected signal �

(T )
s

can be obtained

�(T )
s

∼= � s +
(

δn

2hr

)
σ 0

e (29)

where the specular reflectivity � s and the effective NBRCS σ 0
e

are given in (22). The second term represents the contribution
to reflectivity of incoherent scattering from the first “n” Fresnel
zones. It is clear that the relative contribution of the NBRCS
(diffuse contribution) is inversely proportional to the receiver
altitude (hr ). This indicates that the specular component con-
tains a greater portion of the total energy and thus contributes
more to the received power unless: 1) NBRCS is significantly
larger than specular reflectivity; 2) more Fresnel zones con-
tribute; 3) the receiver is located at close neighborhood of the
ground; or 4) any combination of the above cases happens.
Diffuse scattering, although weak at high altitude, can have
significant influence on ground and airborne systems which
are usually used as a testbed for algorithm development for
spaceborne missions. In addition, the reflected signals could
still include significant incoherent scattering components and
the relative importance of these contributions is expected to
vary with respect to the scene properties around the specular
point. For these reasons, the diffuse component should be
included in the model for low-altitude platforms. A bistatic
model based solely on image theory cannot account for
diffusely scattering.

III. NUMERICAL RESULTS AND DISCUSSION

The SCoBi-Veg model considers single scattering so it is
intrinsically valid at P-, L-, and S-bands. There are already
many potential free illuminators within these frequency ranges
that could be used for earth science applications. Furthermore,
the model could be extended to exploit signals at other bands
if multilayer soil for lower frequencies or multiple scattering
for higher frequencies are included. The particular commu-
nication satellites of interests to the recent studies [20]–[22]
are the Navy’s Mobile Users Objective System (MUOS)
operating with RHCP transmit signals at P-band frequen-
cies (360–380 and 240–270 MHz). There are four MUOS
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Fig. 6. (Left) Paulownia stands [48]. (Right) Distributions of scatterers
are illustrated. The scatterer kinds that are indicated by circles are primary
branches or trunks that contribute the scattering while the others contribute
the attenuation only. Canopy parameters are provided in Table I.

satellites at geostationary altitudes (∼32 810 km), providing
global coverage, except near the polar cap. As a preliminary
application of the model, we will limit ourselves to P-band
(370 MHz). The purpose of the simulations is twofold: 1) to
show physical relevance of the model behavior to the SoOp
studies in general and 2) to provide insights into polarimetric
aspects of specular and diffuse contributions at P-band for a
tree canopy observed from platforms at various altitudes.

The model requires various soil and vegetation parameters
as inputs. In this paper, we will use the in situ parameters
collected in an active/passive soil moisture experiment in
Maryland in 2006 [48]. The experimental site consisted of
plots of planted stands of deciduous Paulownia trees, a fast-
growing deciduous tree with broad leaves shown in Fig. 6. The
tree plot used in this paper had 92 trees in a 1089-m2 area.
The dry biomass was about 9 kg/m2, while the woody volume
and density were 185.8 m3/ha and 477.6 kg/m3, respectively.
The diameter at breast height (DBH) ranged from 17 to
23 cm (average DBH = 19.4 cm). The tree heights were
variable, on the order of 11–14 m (average height = 13 m).
Detailed measurements of the size/angle distributions of the
tree constituents (trunk, branches, and leaves), along with their
densities, were made. The results from the canopy sampling
and dielectric measurements are shown in Table I. Clear
boundaries within canopy and trunk layers were identified
by visual inspection. Fig. 6 (right) shows the distribution
of vegetation components within the vegetation layers. The
soil texture at the site was a loamy sand, consisting of 80%
sand and 7% clay. The ground was flat with a relatively
smooth surface, where the surface rms height was on the order
of 0.5–1 cm.

A. Simulation Setting

The model considers both specular and diffuse scattering
by incorporating the statistical and physical properties of

TABLE I

CANOPY PARAMETERS FROM DESTRUCTIVE SAMPLING [48]

the terrain into the received signal. While the calculation of
the specular term requires properties of the mean vegetation
attenuation in one direction and soil parameters at a single
point, the diffuse term involves contributions of various scat-
tering mechanisms due to each particle within the illuminated
volume. In this present investigation, a Monte Carlo procedure
is chosen to predict the bistatic diffuse response from vegeta-
tion. Monte Carlo simulations are very useful to incorporate
coherent addition and wave interaction effects in a vegetation
canopy. The scheme holds possibility to incorporate realistic
canopy structures such as architectural plant model [49],
experimental vectorization [38], or recursive Lindenmayer
systems [50] due to its generic model formulation. However,
the base vegetation module in SCoBi-Veg is restricted for
the moment to use a simple multilayer canopy model where
the scatterers are spread uniformly between illuminated lay-
ers using a given distribution. Due to the single-scattering
assumption, the scatterers are assumed to be independent and
no mutual interactions are considered.

The scattering contributions of electrically large components
only [e.g., primary branches (B1, B2) and trunks (T1)] are
considered in order to speed up the computation while the
calculation of the mean medium involves attenuation due to
all scatterers. Scattering due to leaves (L1) and secondary
branches (B3 and B4) is ignored since their dimensions are
much smaller than the wavelength (81 cm) at P-band. The
number of significant scatterers is calculated within the Fresnel
zones based on their particle densities (see Table I). They
are then embedded in the equivalent (mean) medium where
random positions are generated for these scatterers in the illu-
minated volume based on their associated layers as indicated
in Fig. 6; each scatterer is then oriented according to some
prescribed orientation statistics given in Table I. The solutions
of the bistatic electric fields are computed for each particle
by combining the configuration attributes, bistatic scattering
amplitude from each significant scatterers, and ground reflec-
tion; these are then summed coherently. Finally, by repeating
for many realizations of the random medium, the average
received field of the bistatic scattered field is obtained from
the responses averaged over all realizations. We found that
20 realizations for 20–100-m altitudes and 10 realizations for
500-m altitude provided sufficient convergence in the diffuse
term results. As the altitude increases, the required number of
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realization for good convergence gets reduced since the larger
footprint size already adds randomness to the scattering at
higher altitudes.

Over the years, various observing strategies have been
developed for SoOp studies, mostly GNSS-R applications.
These include the following:

1) geodetic ground-based nearly hemispherical RHCP
antenna [10];

2) horizontal-pointing vertically polarized antenna [7];
3) down-looking LHCP antenna and an up-looking RHCP

antenna [51];
4) one RHCP up-looking antenna and two down-looking

antennas with one RHCP polarized and the other LHCP
polarized [9];

5) a two-element dual linearly polarized patch array
mounted side of an aircraft by steering a null to the
direction of the undesired signal [21].

The model can handle any configuration stated above or more
general configuration where vertically and horizontally polar-
ized antennas for both the up- and down-looking. In the
present investigation, we are, however, going to restrict the
simulations to situation where the dual circularly polarized
receiver antenna (both RHCP and LHCP) points directly
to the specular point to understand the angular dependence
of polarimetric reflected signatures. In other words, both
transmitter and receiver are configured such that both are
pointing to the specular point (θi = θs) for the simulations
provided below. Furthermore, no Doppler frequency shifts are
considered due to geostationary transmitters and low-altitude
receiver assumptions considered in the present setup.

A generalized Gaussian antenna pattern, including 25-dB
sidelobes, 25-dB crosstalk, and 30° beamwidth (arbitrary val-
ues), is assumed as an approximation to the radiation pattern
needed in this formulation. This pattern will be assumed to be
circularly symmetrical about the direction of peak intensity.
In the following simulations, both a receiving antenna gain
and EIRP equal to 0 dB were supposed. The actual values
depend on the choice of illuminator, actual receiver antenna,
and processing gain. They affect the received power in dB only
by an offset and do not change its sensitivity to the reflected
signature.

B. Results and Discussion

For most SoOp scenarios, it is assumed that only coherent
scattering takes place over land, so the incoherent component
is neglected. This assumption relies only on the specular
scattering driven by the Fresnel reflection coefficients. On the
other hand, the reflected signals are generally a combination of
both the coherent (specular) and incoherent (diffuse) scattering
components. In Fig. 7, a comparison is presented between
diffuse (the filled circle marker) and specular (the filled square
marker) contributions over Paulownia trees as a function of
observation angle (θs) at various receiver heights (20, 50, 100,
and 500 m). Fig. 7 (left) shows cross-polarized (RL—RHCP
transmit, LHCP receive) received power while Fig. 7 (right)
shows co-polarized (RR—RHCP transmit, RHCP receive)
received power. In Fig. 7, the results of specular reflection

Fig. 7. Relative contributions of coherent and incoherent components of
received power as a function of incidence angle and the receiver altitude.
(Left) cross-polarization (RL) received power. (Right) Co-polarization (RR)
received power. Both receiver gain and EIRP were set to 0 dB. The received
power will shift up with actual system EIRP, receiver gain, and processing
gains (coherent/incoherent integrations).

from a bare soil are also added and are represented by filled
diamond marker. As it can be seen, as the receiver altitude
increases from 20 to 500 m, the diffuse term in both polar-
ization is greatly reduced due to multiplicative dependence
of path loss of the diffuse term [see (21.d)] and the specular
term remains the same since its path loss has a total path
ray dependence [see (21.c)] and the receiver altitude is much
smaller than the GEO satellite altitudes. Similar results were
experimentally observed by a GNSS-R balloon experiment
where the received power did not change with the balloon
height [13], indicating that the coherent term dominates the
received signal.

It is evident from the results in Fig. 7 that the cross-polarized
coherent term will always dominate the received power even
for the receiver at low altitudes for flat terrains (i.e., in the
absence of topographic relief) and cross-polarized diffuse term
can thus be ignored. Similar result for cross-polarized reflected
GNSS signals has been confirmed by spaceborne observa-
tions at L-band [3]. On the other hand, co-polarized diffuse
term could be comparable or even larger than co-polarized
specular term at lower incidence angles and low altitudes.
As the incidence angle increases, co-polarized specular term
starts to overpass the diffuse term again. This indicates that
the reflected co-polarized signals could still include incoher-
ent scattering components at low altitudes and the relative
importance of these contributions is expected to vary with
respect to the scene properties around the specular point and
incidence angle. This has important implications for studies
that use the co- and cross-polarization power ratio [9] to
cancel out common factors and to make soil moisture inversion
more robust against roughness. The diffuse contributions for
low-altitude observations should be included in the model and
interpretation of the results since both specular and diffuse
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Fig. 8. (Left) Angular responses of NBRCS scattering mechanisms and
(Right) specular reflectivity. The filled markers denote cross-polarization (RL)
while the unfilled markers represent co-polarization (RR). The receiver altitude
is 500 m and the first Fresnel response is considered.

terms have different dependence on the path loss, polarization,
and incidence angle.

The diffuse scattering includes volume scattering within
canopy, double bounce effects due to soil and trunk/canopy
interactions, as well as attenuation by the vegetation canopy.
Fig. 8 provides comparison between specular reflectivity of
bare soil (square marker) and vegetation (diamond marker),
and effective NBRCSs (circular markers) of diffuse scattering
mechanisms. It is well-known that ground reflection changes
its circular polarization from right hand to left hand and vice
versa. The cross-polarization specular reflectivity is thus much
higher than co-polarization reflectivity at low incidence angles
and both responses merge as the angle approaches Brewster
angle as shown in Fig. 8 (right). At lower incidence angles, the
RR-polarized specular reflectivity first goes down and picks up
again around 20°–30°. This behavior (same in Fig. 7) happens
due to the crosstalk (25 dB in this investigation) between the
receiving antenna ports which makes a fraction of the signal
go into the opposite polarization port. Furthermore, the cross-
polarization specular responses of both bare soil and vegetation
show a decreasing trend with increasing angle of observation,
but the drop in vegetation reflectivity is more substantial due to
the increasing attenuation by the plant canopy with increasing
incidence angle.

In Fig. 8 (left), the effective NBRCS is decomposed into
its scattering mechanisms: single bounce, double bounce,
and triple bounce. The single bounce shows no difference
between cross- and co-polarized signatures since it involves
no ground reflection and the volume scattering does not have
any preference for circular polarization handiness. Similarly,
the triple bounce shows no polarization difference either since
the wave bounces twice from the ground. The first bounce
changes RHCP to LHCP and the second bounce changes
back to the RHCP. The triple bounce is also the smallest
contribution due to double ground reflection. On the other

hand, the double bounce response produces the largest among
the other mechanisms since it bounces once from the ground
and its scattering angle is well aligned with vertical trunks’
scattering cones, where the amplitude of the scattering has its
maximum in a conical region [52].

There are some remarkable features in both polarimetric
and angular response of NBRCS. First, the cross-polarization
NBRCS of the double-bounce contribution is higher than
co-polarization NBRCS at low incidence angles and both
response merges at higher angles. This is similar to the
specular reflectivity response as described above, but the
polarization difference is much smaller in NBRCS since
volume scattering within vegetation combines two polarized
components and reduces their relative strength. This difference
is also much smaller than the present antenna crosstalk, which
is 25 dB. This indicates that polarization mixing due to veg-
etation scattering is the main cause of this behavior. Second,
cross-polarization NBRCS response shows an increasing trend
up to ∼30° incidence angle, and then decreases with increase
in the incidence angle in contrast to the cross-polarization
specular reflectivity that always decreases with the incidence
angle.

Note that the both specular reflectivity and NBRCS of the
vegetation depend not only on the surface and vegetation
parameters but also on system parameters such as the receiving
and transmitting antenna parameters, and altitude. In Fig. 9,
the effect of the receiver altitude on the diffuse term is
further investigated by including the antenna characteristics
and Fresnel zones by using expression in (22.c) that provides
the explicit dependence of NBRCS on the system parameters.
In Fig. 9(a), effective NBRCS is plotted against the number of
Fresnel zones at various heights for ideal (nonfilled markers)
and beam-limited (filled markers) antennas. The left panel
shows cross-polarized (RL) NBRCS while the right panel
shows co-polarized (RR) NBRCS. As can be seen from Fig. 9,
it is clear that: 1) in both polarization, effective NBRCS
decreases as more Fresnel zones are included; 2) higher
effective NBRCS is observed with higher altitudes; and 3) at
lower altitudes, antenna radiation pattern plays a greater role
in NBRCS values. It can be clearly noticed that NBRCS,
which should represent the scene scattering properties only,
is blended with the system parameters, particularly at lower
altitudes. Most of the current experimental studies are carried
out from lower altitude platforms that are often used before
spaceborne implementation. In order to link these studies to
spaceborne observation, the system-related effects need to be
corrected to arrive at scene-only NBRCS.

Fig. 9(b)–(d) shows the projection of the receiver antenna
footprints and 10 Fresnel zones on the ground from 20,
50, 100, and 500 m observing altitudes to provide further
insight into the system-related effects on NBRCS. As evident
from Fig. 9(b)–(d), the relative area covered by the same
number of Fresnel zones with respect to antenna footprint gets
reduced as the altitude increases. As a result, the scattering
angles are more confined around the boresight direction of
the receiver antenna radiation pattern at higher altitudes. For
instance, less decrease in NBRCS is observed at 500 m.
When the results by using ideal (unit pattern matrix) and
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Fig. 9. (a) “Effective” NBRCS as a function of increasing Fresnel zones
(from 1 to 10), which is cumulative and includes inner Fresnel zones at various
heights for ideal (the nonfilled markers) and beam-limited (the filled markers)
antennas. (b)–(e) Fresnel zones and projected antenna footprint on the ground
for receivers at various heights. The red ellipses (total of 10) are Fresnel zones
while the black ellipse is antenna footprint.

actual (beam-limited) antennas are compared, it is clear that
even if we use pencil beam (ideal) antenna, the NBCRS still
gets reduced as new Fresnel zones are included. This is due
to the trunk’s unique scattering patterns, which scatter most
in a conical region. The scattering angles are much more
spread at lower altitudes as shown in Fig. 9(b)–(d). Due
to the spread of the wave, different particles in the layer
experience different scattering directions. The weaker scattered
fields are observed in the bistatic direction associated with
trunk-ground interaction since the scattered wave from vertical
trunks becomes slightly away from the forward scattering cone
as shown in Fig. 10(a). The amplitude of the scattering has its
maximum in a conical region as illustrated in Fig. 10(b). It is
sometimes called skirt as well. For electrically large cylinders,
this cone is sharp. As the scattering direction moves away from
specular/forward direction, the specular scattering gets reduced
drastically. This scattering behavior of vertical trunks acts like

Fig. 10. (a) Effect of beam divergence on double bounce. (b) Scattering
pattern of a vertical trunk [52, Fig. 4].

Fig. 11. Effect of diffuse contribution on the reflectivity of total reflected
signal. (Left) While the arrow indicates increasing altitude (20–500 m) for
the first Fresnel zone, (Right) arrow indicates increasing Fresnel zone indices
(1–0), which is cumulative and includes inner Fresnel zones, at a receiver
height of 20 m.

a special filter and concentrates most of the power along the
specular direction since the local scattering angles get diverted
from the specular directions for those that are located in higher
Fresnel zones.

As stated earlier, the cross-polarization coherent scattering
from vegetation over a flat ground almost always overpass
the diffuse contribution to the received power. However,
co-polarization diffuse power can be comparable or can be
even larger than co-polarization coherent received power.
It is worth investigating the effect of diffuse contribution
on the co-polarization specular reflectivity. Fig. 11 shows
the effect of diffuse contribution in the first Fresnel zone
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as a function of altitude (left) and at 20-m altitude as a
function of contributing Fresnel zones (right). The filled
square marker represents specular reflectivity [(22.b)] while
smaller filled circles denote reflectivity of total received signal
(specular + diffuse) [see (29)]. As seen from Fig. 11 (left),
as the altitude increases (increasing altitude is indicated by an
arrow in Fig. 11), the total reflectivity approaches the specular
reflectivity. The effect of diffuse scattering is more apparent
at lower incidence angles. On the other hand, as more Fresnel
zones are included (increasing Fresnel zones are indicated
with an arrow in Fig. 11), the total reflectivity diverges from
the specular reflectivity, particularly at lower incidence angles.
This increase in the total reflectivity is due to additional diffuse
scattering with more Fresnel zones. As a result, additional
diffuse contributions to the total reflectivity will alter its
angular signature as a function of both Fresnel zones and
receiver height and may introduce errors on the estimation of
well-known Fresnel reflection coefficients that are often used
in soil moisture retrievals. Diffuse scattering, although weak at
high altitude, can have significant influence on co-polarization
reflectivity observed by ground and airborne systems which
are usually used as a testbed for algorithm development
for spaceborne missions. If co-polarized signals are used in
the retrievals, the co-polarized diffuse component should be
included in the model for low-altitude platforms such as tower
or small UAS.

IV. CONCLUSION

There is increasing interest to use reflected (or multipath)
navigation and communication satellite signals for remote
sensing of a number of geophysical land parameters such as
soil moisture and biomass. Although the handful experimental
and theoretical studies demonstrate the potential of spaceborne
SoOp observations for such applications, there are many
unknowns regarding the impacts of vegetation and system
parameters on the observations. The scattering models are thus
a critical means in advancement of these studies and in the
design of future missions or field campaigns. In this paper,
we presented an overview of the newly formulated coherent
bistatic vegetation model, i.e., SCoBi-Veg, which simulates
polarimetric reflectometry of vegetated landscapes using a
Monte Carlo scheme. The model calculates the complex field
in direct, specular, and diffuse terms by explicitly accounting
for both system parameters (e.g., the antenna beamwidth,
polarization crosstalk, polarization mismatch, and altitude) and
the statistical and physical properties of the terrain. In contrast
to the previous studies that have usually assumed plane wave
illumination/scattering, and/or ignored such antenna effects,
the SCoBi-Veg model considers variations of both the strength
and polarization states of the received wave along the beam
direction so that the same model could be uniformly applied
across different platforms at various altitudes.

P-band signals of geostationary communication satellites are
considered as an application of the model. Although the results
in this paper are not directly validated with experimental data
and can be considered preliminary, simulated results provide
insights into model’s polarimetric and angular behavior with

respect to system and scene parameters. To illustrate useful-
ness of the model in interpretation of field data, we present
in-depth analysis of polarimetric specular and diffuse contribu-
tions to bistatic scattering from tree canopies at P-band. First,
the coherent and diffuse components of the reflected signatures
from tree canopies are compared for down-looking dual circu-
lar polarized receivers at various altitudes. It is shown that the
cross-polarized coherent term dominates the received power
over flat vegetated terrains, but co-polarized diffuse term could
be comparable or even larger than co-polarized specular term
at lower incidence angles and low altitudes. Second, the diffuse
scattering was decomposed into the scattering mechanisms and
the double bounce was shown to be the main contributor.
Furthermore, the double bounce from the vertical trunks acts
like a special filter and concentrates most of the reflected
power along the specular direction. Third, the effect of antenna
beamwidth and altitude on the diffuse scattering was also
quantified. It is shown that the NBRCS, which depends on
the scene scattering properties only by definition, are blended
with the system parameters, particularly at lower altitudes.
Forth, even though the relative contribution of the NBRCS
to the total reflectivity is inversely proportional to the receiver
height, diffuse scattering can still alter angular signature of co-
polarized reflectivity as a function of both Fresnel zones and
receiver height. This may introduce errors on estimation of
well-known Fresnel reflection coefficients that are often used
in soil moisture retrievals. If co-polarized signals are used
in the retrievals, the co-polarized diffuse component should
be included in the model for low-altitude platforms and be
corrected for antenna and altitude effects.

APPENDIX A
NORMALIZED “VOLTAGE” PATTERN

In this appendix, the normalized “voltage pattern” for both
linear and circular polarization basis will be expressed. Due
to reciprocity, the following arguments are equally applicable
for antennas in transmit and receive modes.

In practice, antennas cannot be constructed to produce pure
polarization states [37]. It is important to decompose the
radiated field into two orthonormal polarization states. The
orthogonal polarization states are commonly chosen along the
linear or circular basis vectors. For linear basis, co-polarized
and cross-polarized patterns are defined for each port as

gX = gX X ûX
1 + gXY ûY

2 (A.1a)

gY = gY X ûX
1 + gY Y ûY

2 (A.1b)

where gX X is the co-polarized voltage pattern for port 1 while
gXY is the cross-polarized voltage pattern for the same port.
The quantity gY Y is the co-polarized voltage pattern for port
2 while gY X is the cross-polarized voltage pattern for the same
port. The voltage patterns are complex. The cross-polarized
patterns represent the crosstalk between antenna ports. The
unit vectors ûX

1 and ûY
2 are also complex and are associated

with co-polarization and cross-polarization states.
In linear basis, the polarization vectors are chosen according

to Ludwig’s third definition of polarization to indicate the
directions of co-polarization and cross-polarization [53]. They
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are rotated versions of spherical vectors defined in antenna
coordinates and can be written as

ûX
1 = cos ϕθ̂ − sin ϕϕ̂ (A.2a)

ûY
2 = sin ϕθ̂ + cos ϕϕ̂ (A.2b)

where θ̂ and ϕ̂ are the unit vectors in spherical coordinates
of the antenna. Thus, the normalized “voltage” pattern matrix
for the linearly polarized antenna is given as

g =
[

gX X gXY

gY X gY Y

]
(A.3)

For RHCP as the reference polarization and LHCP as the
cross-polarization, the unit polarization vectors are

ûR
1 = 1√

2

(
ûX

1 − i ûY
2

)
(A.4a)

ûL
2 = 1√

2

(
ûX

1 + i ûY
2

)
(A.4b)

Similarly, for circular polarization basis, co-polarized and
cross-polarized patterns can be written for each port as

gR = gRRûR
1 + gRLûL

2 (A.5a)

gL = gLRûR
1 + gLLûL

2 (A.5b)

where the subscripts/superscripts R and L denotes RHCP and
LHCP, respectively. The normalized “voltage” pattern matrix
for the circularly polarized antenna is given as

g =
[

gRR gRL

gLR gLL

]
(A.6)

where the diagonal elements are co-polarized patterns while
the off-diagonal elements are cross-polarized patterns. The
elements are all complex.

APPENDIX B
POLARIZATION BASIS TRANSFORMATION

An arbitrary-polarized electric field can always be expressed
by a linear combination of two orthogonal (basis) fields that
are usually defined in one coordinate system [54]. Since
bistatic scattering involves radiation, scattering, and reception
in various coordinate systems, it is necessary to transform
polarization basis vectors in one coordinate system to another
one. In this appendix, we will consider two configurations:
transmit–receive and transmit–scattering–receive as depicted
in Fig. 12.

A. Transmit–Receive Configuration

Let us first consider two arbitrary-oriented antenna coor-
dinate systems that are denoted by T : (xt , yt , zt ) and R :
(xr , yr , zr ) as shown in Fig. 12(a). The unit vectors ût1 and ût2
are complex orthonormal and defined in the transmit antenna
system T while the unit vectors ûr1 and ûr2 are complex
orthonormal and defined in the receive antenna system R.
An arbitrary electrical field can be decomposed into orthogonal
components in both systems as

E = Et1ût1 + Et2ût2 (B.1a)

E = Er1ûr1 + Er2ûr2 (B.1b)

Fig. 12. Change of polarization basis (a) between transmitter and receiver
and (b) between transmitter, ground, and receiver.

The components of the field in both coordinates are related
as

Er1 = E · û∗
r1 = Et1

(
ût1 · û∗

r1

) + Et2
(
ût2 · û∗

r1

)
(B.2a)

Er2 = E · û∗
r2 = Et1

(
ût1 · û∗

r2

) + Et2
(
ût2 · û∗

r2

)
(B.2b)

The above equations can be cast into a matrix form as[
Er1
Er2

]
= u t→r

[
Et1
Et2

]
(B.3a)

where the transformation matrix u t→r is given by

u t→r =
[

ût1 · û∗
r1 ût2 · û∗

r1
ût1 · û∗

r2 ût2 · û∗
r2

]
(B.3b)

where it transforms polarization components of the system T
to those in the system R. The matrix is, in fact, a unitary matrix
that conserves the total power of a wave, that is, the norm
of the electric field vector remains invariant under change of
basis [54]. As a result, the inverse of the transformation matrix
(or transformation from R to T ) is

u r→t = u−1
t→r = u H

t→r (B.4)
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where superscript −1 and H are the inverse and the Hermitian
(or conjugate) transpose of a matrix, respectively.

Now let us consider the unit spherical vectors (orthogonal
sets) in both coordinate systems. The direction of propaga-
tion is denoted by k̂d vector that connects origins of both
coordinate systems. It is evident that the transmit antenna
spherical vectors (θ̂ t , ϕ̂t ) lie in the same tangential plane
(tangent plane 1), where the receive antenna spherical vectors
(θ̂ r , ϕ̂r ) lie, and both of which are normal to k̂d , as illustrated
in Fig. 12(a), due to the following orthogonality relationship:

ϕ̂t × k̂d = θ̂ t and k̂d × θ̂ t = ϕ̂t (B.5a)

k̂d × ϕ̂r = θ̂ r and θ̂ r × k̂d = ϕ̂r (B.5b)

The linear and circular basis vectors (defined in (A.2) and
(A.4)] also lie on the same tangent plane since they are
rotated versions of spherical vectors defined in their respective
coordinate systems. As a result, the transformation matrix,
u t→r , is, in fact, a rotation matrix between any polarization
bases (within the system T or R and between the systems T
and R), defined in the same tangential plane. In other words,
any polarization states defined along a direct path between
the origins of two arbitrary coordinate systems are related
via a rotation matrix. One can go from one polarization
basis to another one by simply substituting the unit complex
polarization vector pairs [i.e., (θ̂ t , ϕ̂t ), (ûR

t1, ûL
t2), (ûX

t1, ûY
t2),

(θ̂ r , ϕ̂r ), (ûR
r1, ûL

r2), and (ûX
r1, ûY

r2)] in the rotation matrix given
in (B.3b).

B. Transmit–Scattering–Receive Configuration

Now, we add an intermediate coordinate system (x ′, y ′, z′)
to represent local scattering processes between transmit and
receive antennas, as shown in Fig. 12(b). In this configuration,
the transformation involves two rotation matrices; one is from
the transmit antenna to the ground system and the other one is
from the ground system to the receive antenna. The incoming
and outgoing propagation vectors k̂i and k̂o can be defined
and be written in local coordinates by

−k̂i = x̂′ sin θ ′
i cos ϕ′

i + ŷ′ sin θ ′
i sinϕ′

i + ẑ′ cos θ ′
i (B.6a)

k̂o = x̂′ sin θ ′
o cos ϕ′

o + ŷ′ sin θ ′
o sin ϕ′

o + ẑ′ cos θ ′
o (B.6b)

where the angles (θ ′
i , ϕ

′
i ) and (θ ′

o, ϕ
′
o) represent the angle of

incidence and the angle of scattering in the local coordinate
system, respectively. The propagation vector,k̂i , is normal to
both the transmit antenna spherical vectors (θ̂ t , ϕ̂ t ) and the
local spherical vectors (θ̂

′
i , ϕ̂

′
i ) along the angle (θ ′

i , ϕ
′
i ) while

the propagation vector, k̂o, is normal to both the receive
antenna spherical vectors (θ̂ r , ϕ̂r ) and the local spherical
vectors (θ̂

′
o, ϕ̂

′
o) along the angle (θ ′

o, ϕ
′
o). Due to these orthog-

onality relationships, we can define a tangent plane (tangent
plane 2) between the transmit antenna and the ground and can
define another tangent plane (tangent plane 3) between the
receive antenna and the ground. The unit vectors (ût1, ût2) and
(ûr1, ûr2) also lie in the tangent planes 2 and 3, respectively.
Thus, the rotation matrices from the transmit antenna to
the ground and the ground to the receive antenna can be

written as

u t→g(k̂i ) =
[

ût1 · v̂∗
i ût2 · v̂∗

i

ût1 · ĥ
∗
i ût2 · ĥ

∗
i

]
(B.7a)

and

u g→r (k̂o) =
[

v̂o · û∗
r1 ĥo · û∗

r1
v̂o · û∗

r2 ĥo · û∗
r2

]
(B.7b)

where (ût1, ût2) and (ûr1, ûr2) can be the linearly polar-
ized or circularly polarized unit vectors as defined in (A.2)
and (A.4). The local horizontal polarization vector, ĥo, for
scattered wave is taken parallel to the local ground (x ′y ′)
plane. More specifically

ĥo = n̂ × k̂o

|n̂ × k̂o|
= ϕ̂

′
o (B.8a)

The local vertical polarization is taken perpendicular to
both k̂o and ĥo; thus,

v̂o = ĥo × k̂o = θ̂
′
o (B.8b)

Similarly, the local horizontal polarization vector, ĥi , for
incident wave is taken parallel to the local ground (x ′y ′) plane.
More specifically,

ĥi = k̂i × n̂

|k̂i × n̂| = ϕ̂
′
i (B.9a)

The local vertical polarization is taken perpendicular to
both k̂i and ĥi ; thus,

v̂i = k̂i × ĥi = θ̂
′
i (B.9b)

APPENDIX C
ANTENNA ROTATION MATRICES

The received field expressions derived in the main text
assume knowledge of the relationship between various coor-
dinate systems. In this appendix, we define coordinate trans-
formation between the antenna coordinates and the reference
coordinate system. Let us consider the receive antenna here
but the same is also applicable to the transmit antenna.
The antenna coordinate system is rotated about the z-axis
by ϕ0r in azimuth. Then, the antenna is rotated about the
y-axis by (π − θ0r ) in elevation. The angle ϕ0r is defined
counterclockwise from the x-axis while the angle θ0r is
defined counterclockwise from the −z-axis. When ϕ0r = 0,
the antenna is facing East and when ϕ0r = π/2, the antenna
is facing North. The azimuth rotation is performed for aligning
the direction of the incident field from a satellite. When
θ0r = 0, the antenna is facing nadir and when θ0r = π ,
the antenna is facing zenith. The angle θ0r represents the
observation angle. With these rotations, the antenna yr -axis
will always be parallel to the ground (xy plane), so that it
can represent the horizontal-polarized port when the antenna
is linearly polarized. The rotation matrices from the antenna
to the reference system in elevation and azimuth planes are,
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G M = Q · G · Q−1 =

⎡
⎢⎢⎣

|gRR|2 |gRL|2 Re
{

gRRg∗
RL

} −Im
{

gRRg∗
RL

}
|gLR|2 |gLL|2 Re

{
gLLg∗

LR

}
Im

{
gLLg∗

LR

}
2Re

{
gRRg∗

LR

}
2Re

{
gLLg∗

RL

}
Re

{
gRRg∗

LL − gRLg∗
LR

} −Im
{

gRRg∗
LL + gRLg∗

LR

}
2Im

{
gRRg∗

LR

} −2Im
{

gLLg∗
RL

}
Im

{
gRRg∗

LL + gRLg∗
LR

}
Re

{
gRRg∗

LL + gRLg∗
LR

}
⎤
⎥⎥⎦ (D.5)

respectively, given by

[A]θ0r =
⎡
⎣ − cos θ0r 0 sin θ0r

0 1 0
− sin θ0r 0 − cos θ0r

⎤
⎦ (C.1)

[A]ϕ0r =
⎡
⎣ cos ϕ0r − sin ϕ0r 0

sin ϕ0r cos ϕ0r 0
0 0 1

⎤
⎦. (C.1)

Because the rotation matrix is orthogonal, transformation in
the reverse direction is simply the transpose of the matrix.

APPENDIX D
OUTER PRODUCT MATRICES AND VECTORS

The outer product is defined for two-element vectors by [55]

P = b ⊗ b∗ =
[

b1b∗
b2b∗

]
=

⎡
⎢⎢⎣

b1b∗
1

b1b∗
2

b2b∗
1

b2b∗
2

⎤
⎥⎥⎦ (D.1)

and for the two-by-two matrix of a circularly polarized
antenna by

G = g ⊗ g∗ =
[

gRRg∗ gRLg∗

gLRg∗ gLLg∗

]

=

⎡
⎢⎢⎣

gRRg∗
RR gRRg∗

RL gRLg∗
RR gRLg∗

RL
gRRg∗

LR gRRg∗
LL gRLg∗

LR gRLg∗
LL

gLRg∗
RR

gLRg∗
LR

gLRg∗
RL

gLRg∗
LL

gLLg∗
RR

gLLg∗
LR

gLLg∗
RL

gLLg∗
LL

⎤
⎥⎥⎦. (D.2)

The elements of the coherency vector and matrix are complex,
and it is sometimes desirable to describe the wave by real
quantities. The modified Stokes vector is commonly used in
microwave remote sensing to describe both amplitude and
polarization of the wave [43]. It is a transform of the coherency
vector. The modified Stokes vector of the total power is
given by

P M = Q · P =

⎡
⎢⎢⎣

|b1|2
|b2|2

2Re
{

b1b∗
2

}
2Im

{
b1b∗

2

}
⎤
⎥⎥⎦ (D.3)

where

Q =

⎡
⎢⎢⎣

1 0 0 0
0 0 0 1
0
0

1
−i

1
−i

0
0

⎤
⎥⎥⎦ (D.4)

Similarly, the four-by-four Mueller matrix of a circularly
polarized antenna can be defined for the modified Stokes
vector (D.5), as shown at the top of this page.
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