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ABSTRACT
Motion compensation with redundant-wavelet multihypothesis, in
which multiple predictions that are diverse in transform phase con-
tribute to a single motion estimate, is deployed into the fully scal-
able MC-EZBC video coder. The bidirectional motion-compen-
sated temporal-filtering process of MC-EZBC is adapted to the
redundant-wavelet domain, wherein transform redundancy is ex-
ploited to generate a phase-diverse multihypothesis prediction of
the true temporal filtering. Noise not captured by the motion model
is substantially reduced, leading to greater coding efficiency. In
experimental results, the proposed system exhibits substantial gains
in rate-distortion performance over the original MC-EZBC coder
for sequences with fast or complex motion.

1. INTRODUCTION
With the advent of motion-compensated temporal filtering
(MCTF), video-coding systems have been able to achieve
a high degree of spatial and temporal scalability. MCTF
avoids the motion-compensation feedback loop present in
traditional video-coding architectures by processing consec-
utive video frames with temporal transforms in the direc-
tion of predicted motion. Accurate motion estimation is
important to the success of MCTF, since filtering across
poorly matched regions can result in low-quality temporal
subbands with “ghosting” artifacts [1].

In [2], Chen and Woods introduced bidirectional MC-
EZBC, a fully scalable video coder employing block-based,
spatial-domain MCTF to yield state-of-the-art performance.
In the MC-EZBC system, motion estimation is carried out
via hierarchical, variable-size block matching (HVSBM) in
which motion vectors are determined for large blocks of
pixels in low-resolution frames then refined for smaller sub-
blocks at successively higher levels of detail. After the mo-
tion field is determined, pixels without a one-to-one motion-
field connection (the so-called “unconnected” pixels) are lo-
cated and processed separately. To avoid inefficient tem-
poral filtering, MCTF is performed only if fewer than half
the pixels between a pair of consecutive frames are uncon-
nected. If this criterion is met, then the frames are tem-
porally filtered, resulting in highpass and lowpass temporal
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subbands. This process takes place for each pair of frames
in a group of pictures (GOP), after which it is performed re-
cursively on the lowpass temporal subbands. After MCTF is
complete, the resulting temporal subbands go through spa-
tial wavelet analysis, completing the 3D decomposition. Fi-
nally, the 3D subbands are encoded with the EZBC coder
[3].

Since uncertainty is inherent in motion estimation, many
video-coding systems use a combination of motion predic-
tions, a concept known as multihypothesis motion compen-
sation (MHMC) [4]. The MC-EZBC system already em-
ploys two forms of MHMC—fractional-pixel accuracy, a
form of spatial-diversity MHMC made possible by the lift-
ing implementation of MCTF, and bidirectional MCTF, a
form of temporal-diversity MHMC in which the multiple
predictions come from different frames. However, it is pos-
sible to enhance the MC-EZBC system with the addition
of a third form of MHMC—multihypothesis prediction via
transform-phase diversity. Specifically, we propose a sys-
tem in which redundant-wavelet multihypothesis (RWMH)
[5, 6] is embedded within the MC-EZBC framework. Tak-
ing place in the redundant-wavelet domain, MCTF in the
proposed system benefits from multiple motion predictions
that are diverse in transform phase. This results in more ac-
curate motion compensation, leading to higher-quality tem-
poral subbands and more efficient coding.

We expound upon our approach in the following sec-
tions. First, an overview of RWMH is provided in Sec. 2.
In Sec. 3, our RWMH-EZBC system is described in detail.
Experimental results are presented in Sec. 4, followed by
concluding remarks in Sec. 5.

2. REDUNDANT-WAVELET MULTIHYPOTHESIS
(RWMH)

The redundant discrete wavelet transform (RDWT) [7, 8] is
an approximation to the continuous wavelet transform that
removes the downsampling operation from the traditional
critically sampled discrete wavelet transform (DWT) to pro-
duce an overcomplete representation. The well-known shift
variance of the DWT arises from its use of downsampling,
while the RDWT is shift invariant since the spatial sampling
rate is fixed across scale. Numerous RDWT-based video-
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coding systems have been developed, originating with the
work of Park and Kim [9]. In most of these systems, the
redundancy inherent in the RDWT is used exclusively to
permit motion estimation and compensation in the wavelet
domain by overcoming the shift variance of the critically
sampled DWT. In [5], an entirely new use for the redun-
dancy in the RDWT was presented; specifically, transform
redundancy was employed to yield multiple predictions of
motion that were combined into a single multihypothesis
prediction. This approach represented a new paradigm in
MHMC wherein diversity in transform phase yields mul-
tihypothesis predictions that enhance motion-compensation
performance.

A J-scale RDWT can be considered to be composed of
4J distinct critically sampled transforms, each correspond-
ing to the choice between even- and odd-phase subsampling
in both the horizontal and vertical directions at each scale of
decomposition. In the RWMH paradigm, wherein motion
estimation and compensation take place in the redundant-
wavelet domain, each one of these critically sampled trans-
forms “views” motion from a different perspective and thus
forms an independent hypothesis of the true motion of the
video sequence. After motion compensation is complete, a
multiple-phase inverse RDWT combines these multiple hy-
potheses into a single prediction.

In [5], a video-coding system is described that incorpo-
rates RWMH into the motion-compensation feedback loop
of the traditional hybrid, block-based video-coding archi-
tecture. An in-depth analysis [6] of this hybrid RWMH ar-
chitecture reveals that the performance gains over single-
phase prediction are largely based on the ability of RWMH
to reduce the variance of the prediction residual. That is,
noise in the RDWT domain undergoes a substantial reduc-
tion in variance when the multiple-phase inverse RDWT is
applied, which is due to the well-known fact that the in-
verse RDWT is a pseudo-inverse operation and thereby con-
sists of a projection onto the range space of the forward
transform. Consequently, noise not captured by the mo-
tion model is greatly reduced in the hybrid RWMH system,
leading to substantial reduction in the variance of the pre-
diction residual in the motion-compensation feedback loop
and higher coding efficiency. Additionally, in [10, 11], the
RWMH concept was introduced into a general, mesh-based
MCTF framework to produce a fully scalable video coder
(3D-RWMH). Here, we deploy RWMH into the block-based
MCTF framework of MC-EZBC, producing the proposed
RWMH-EZBC system.

3. THE RWMH-EZBC SYSTEM
In the MC-EZBC system, motion estimation and temporal
filtering take place with the video frames in the original spa-
tial domain, resulting in a single-phase prediction of motion.
In the RWMH-EZBC system, we instead perform MCTF in
the redundant-wavelet domain in order to generate multiple

predictions of motion that are diverse in transform phase.
The block diagram for the encoder of our RWMH-EZBC
system is shown in Fig. 1.

In Fig. 1, each frame of the input GOP is decomposed
with a spatial RDWT, and the resulting frames of RDWT co-
efficients are used in a bidirectional block-matching motion-
vector search. In a J-scale RDWT decomposition, each
B × B block in the original spatial domain corresponds to
3J + 1 blocks of the same size, one in each subband. We
call the collection of these co-located blocks a set; each set
contains all the different phases of RDWT coefficients. In
the motion-estimation procedure, block matching is used to
determine the motion of each set as a whole. As in MC-
EZBC, we use HVSBM for motion estimation, adding a
cross-subband distortion measure as the matching criterion.
Absolute errors for each block of the set are summed such
that the coefficients from all phases in both the current and
reference frames contribute to the distortion measurement.
Specifically, the motion vector for the set located at [x, y] is

(dx, dy) = arg min
−W6dx,dy6W

MAE(x, y, dx, dy), (1)

where the mean absolute error (MAE) is

MAE(x, y, dx, dy) =

1

B2

B−1∑

k=0

B−1∑

l=0

AE(x+ k, y + l, dx, dy), (2)

and the absolute error (AE) is

AE(x, y, dx, dy) =

2−J
∣∣∣BJ [x, y, t]−BJ [x+ dx, y + dy, t− 1]

∣∣∣+
J∑

j=1

2−j
(∣∣∣Vj [x, y, t]− Vj [x+ dx, y + dy, t− 1]

∣∣∣+
∣∣∣Hj [x, y, t]−Hj [x+ dx, y + dy, t− 1]

∣∣∣+
∣∣∣Dj [x, y, t]−Dj [x+ dx, y + dy, t− 1]

∣∣∣
)
.

(3)

In the above equations, Bj , Hj , Vj , and Dj are the base-
band, horizontal, vertical, and diagonal RDWT subbands,
respectively, at scale j. A window [−W,W ] is used for the
block search.

After the motion field is generated, the number of un-
connected pixels between two consecutive frames is calcu-
lated. If fewer than half the pixels are unconnected, then
temporal filtering takes place between the RDWT frames,
with each subband using the same motion field for motion
compensation. The same process is carried out for each pair
of frames in the GOP, after which it is performed recur-
sively on the lowpass temporal subbands. Once the tempo-
ral decomposition of the GOP is complete, an inverse spatial
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RDWT is performed on each temporal subband, transform-
ing the coefficients back into the spatial domain. Since each
RDWT phase forms an independent hypothesis about the
temporal filtering based on its unique perspective, the in-
verse RDWT implicitly combines these hypotheses into a
multihypothesis estimate of what the true temporal filtering
should be. At this point, the MC-EZBC system continues as
usual, with a 2D spatial wavelet decomposition of the tem-
poral subbands followed by EZBC encoding of the resulting
spatio-temporal coefficients.

4. RESULTS
In our experiments, we code the grayscale sequences shown
in Table 1 with both the MC-EZBC and RWMH-EZBC sys-
tems. Both systems use Haar filters for bidirectional MCTF,
while RWMH-EZBC uses the popular 9-7 biorthogonal fil-
ter with symmetric extension to perform the spatial RDWT.
A GOP size of 8 frames was used, allowing up to 3 lev-
els of temporal decomposition if MCTF is performed at ev-
ery level. Additionally, the RWMH-EZBC system uses a
1-level spatial RDWT decomposition. All sequences were
coded with quarter-pixel motion accuracy.

Average PSNR results for all the test sequences at a
fixed rate are provided in Table I. In each sequence, the mul-
tihypothesis MCTF employed by the RWMH-EZBC sys-
tem provided performance gains over MC-EZBC, albeit in
varying degrees. The greatest gains were witnessed for se-
quences with fast or complex motion, such as the “Football”
sequence, for which the average PSNR improved on the or-
der of 0.5 dB. For sequences with little motion, such as the
“Susie” sequence, the performance gains were not as sub-
stantial. The rate-distortion curves in Figs. 2–4 indicate that
these observations hold over a range of rates.

5. CONCLUSIONS
In this paper, we deploy RWMH into the prominent fully
scalable MC-EZBC video coder by performing MCTF in
the domain of the redundant, or overcomplete, wavelet trans-
form. In doing so, we take advantage of the redundancy of
the transform to provide multiple predictions of motion that
are diverse in transform phase, with each phase “viewing”
motion from a different perspective. After MCTF is per-
formed in the redundant wavelet domain, an inverse RDWT
transforms coefficients back into the spatial domain, implic-
itly combining the multiple temporal filterings into a single,
multihypothesis prediction of the true temporal filtering.

Experimental results show that the proposed RWMH-
EZBC system improves upon the original MC-EZBC. Al-
though we witnessed improved average PSNR for all test
sequences, we note that the performance gains associated
with RWMH-EZBC are more substantial when the video
sequence contains fast or complex motion. This is as ex-
pected, as RWMH was more effective for these sequences in
the systems of [5, 6, 10, 11] as well. The analysis of [6, 11]

reveals that the noise reduction provided by the multiple-
phase inverse RDWT of the RWMH process is more effec-
tive for these sequences since more noise is left uncaptured
by the motion model when motion is fast or complex.
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Figure 1: Block diagram of the RWMH-EZBC video-
coding system.

Table 1: Distortion averaged over all frames of the sequence
for rate of 0.5 bpp.

PSNR (dB)
MC-EZBC RWMH-EZBC

Football† 29.7 30.2
Table Tennis 36.1 36.4
Foreman 39.6 40.0
Susie† 42.9 43.0
Coastguard 33.5 33.6
NYC† 40.4 40.6

Sequences are CIF (352× 288) at 30 Hz except †, SIF
(352× 240).
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Figure 2: Rate-distortion performance for “Football” at 1/4
pixel accuracy
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Figure 3: Rate-distortion performance for “Table Tennis” at
1/4 pixel accuracy
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Figure 4: Rate-distortion performance for “Foreman” at 1/4
pixel accuracy
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