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Abstract. The current research sought to construct a computational model of 
human navigation for virtual three dimensional environments. The model was 
implemented within the ACT-R cognitive architecture [1]. The navigation 
model incorporates visual search, encoding object features and spatial 
relationships, motion, obstacle avoidance, and incidental visual memory.  
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1   Introduction 

One can likely stroll through a shopping mall and observe people walking while 
talking on cell phones, listening to music, or even chewing gum. Since people have 
the ability to do a wide variety of tasks while walking, people seem to be able to 
navigate without much thought. The apparent ease with which humans navigate begs 
one question for digital human modelers. Why bother? After all, end effectors can be 
used to motivate digital human models in virtual environments and many 
biomechanical and ergonomic constructs can be researched. However, a model of 
human navigation would be beneficial for other applications. For example, an 
architect may want to model an office building complete with digital human model 
(DHM) workers to test the emergency exits so changes could be made to the building 
design or escape route signs before construction begins. While such an application 
may seem unrealistic, researchers have claimed knowledge doubles every five to ten 
years in some scientific fields [2]. If digital human modeling advances at one-half the 
speculated rate, this and other diverse DHM applications are probably in the future.  

1.1   Kinesthesis and Proprioception 

Researchers have speculated navigation consists of motion and wayfinding with 
wayfinding defined as the cognitive aspects of navigation that do not involve motor 



actions [3], [4]. Proprioception is the sum of the kinesthetic and vestibular systems 
and it gives one the internal sensations of directional movement. Kinesthesis refers to 
the knowledge one has about ones body regarding the relationships between body 
parts due to sensations from muscles, tendons, and joints. The vestibular system relies 
on organs in the inner ear and provides feedback about one’s orientation and 
movement. To navigate and return to roughly the same point of origin a blindfolded 
person could rely on proprioceptive cues by completing four series of paces and 90° 
turns.  

In order to navigate from and return to a point of origin, one must have some 
strategy or internal representation of the point of origin. Sadeghiam, Kantardzic, 
Lozitskiy, and Sheta proposed several cognitive elements of wayfinding that parallel 
the psychological notion of spatial knowledge [4], [5], [6]. Researchers have also 
speculated about the existence of internal maps [7], [8], [9], [10], [11], [12]. While 
people may rely on internal representations, they may use external cues as well. For 
example, external cues can be used for navigation by following a sidewalk around the 
block to arrive at the initial point of origin, or a shopper may exit a store and depend 
on cues, such as a sign for a specific parking row, to locate his or her car. Rather than 
intentionally learning a landmark to be later recalled (e.g., a sign), the car could be 
located by recognizing a particular landmark, such as a streetlight with a bent pole, 
that was not intentionally learned when entering the store. The latter is an example of 
incidental visual memory. 

1.2   Incidental Visual Memory 

Incidental visual memory refers to memory for visual information that is not actively 
learned. In navigation, landmarks may be intentionally or incidentally learned in order 
to retrace a previously traveled route. Castelhano and Henderson investigated whether 
the intention to remember visual details impacted visual memory [13]. They had 
participants view scenes in an intentional learning condition and in an incidental 
learning condition (visual search). Participants remembered details of the scenes 
regardless of how the scenes were viewed initially. They proposed that memory for 
objects depended on whether the object was looked at, how often it was looked at, and 
the length of time it was viewed, not what instructions were given to the participant. 

Using a conjunction visual search task, Williams, Henderson, and Zacks had 
participants count predefined target objects in a display of real-world distractor 
objects [14]. Williams et al. found that target objects were generally viewed more 
often and remembered better than distractor objects. Target memory rate was 85% 
while objects related to the target were remembered at approximately 60% and 
objects not related to the target were remembered slightly above chance. They also 
replicated Castelhano and Henderson’s finding of a relationship between visual 
memory and viewing behavior for distractor objects [13].  

The Williams et al. and the Castelhano and Henderson search tasks required 
participants to remain stationary and look at stimuli presented on computer monitors 
with the goal of searching a confined space [13], [14]. Other researchers have 
demonstrated incidental memory effects in real-world environments. Change 
blindness is a phenomenon in which people fail to detect changes in scenes if those 



changes occur during visual disruptions. Simons, Chabris, Schnur, and Levin had a 
confederate ask passersby for directions [15]. While receiving directions, a group of 
confederates passed between the direction giver and the person receiving the 
directions. While the direction received was occluded by the crowd, a member of the 
crowd exchanged a basketball with the direction receiver. Simons et al. reported that 
some participants were able to report visual details of the basketball although they did 
not report the exchange. Simons et al. found incidental memory for details of the 
exchanged object to be about 54%.  

1.3   Visual Navigation 

In order to navigate one must also have some knowledge of one’s relationship to 
the objects in the environment and this knowledge has to be updated when moving 
through the environment [16]. Gibson speculated that the constructs of a focus of 
expansion and optic flow (or retinal flow) were the basis of human navigation [17], 
[18]. Focus of expansion refers to the region in the visual field at which an object 
appears to increase in size as one moves toward it. As one gets closer, the object 
covers more of the visual field. Using the focus of expansion to navigate can be 
accomplished by overlapping the focus of expansion on a desired goal and walking 
toward it [16], [17], [18], [19], [20]. (See Warren for a thorough review of focus of 
expansion and optic flow [19]). 

Optic flow refers to the displacement of the environment on the retina as a person 
moves. Navigation can also be accomplished with optic flow by using a flow-
equalization strategy in which the radial displacement of images on the retina is 
consistently maintained at proportional rates relative the visual field [16], [21]. In 
other words, distance from an object can be kept constant by maintaining a consistent 
movement of the object in the periphery of the retina. An example is walking parallel 
to a wall without looking directly at the wall.  

Research has demonstrated that optic flow can be used for navigation and 
computer simulations have shown that optic flow is capable of providing the impetus 
for navigation [16], [22], [23], [24], [25]. Kim and Turvey proposed the “units” of an 
optic array are projections of facets, faces, and surfaces of the environmental layout 
to the point of observation [23]. Mathematically, optic flow is the relative velocity of 
points across the visual field as a person moves in the environment. Optic flow should 
operate whether one looks in the direction one is moving, or not, because optic flow 
depends on external environmental cues that change with the direction of movement. 
Using oscillating dots presented in linear and rotating fashions, Regan and Beverley 
demonstrated differences between processing linear and rotating stimuli, which 
suggested unique processing mechanisms may exist for the curl of velocity (i.e., 
vorticity) and the divergence of velocity (i.e., dilation), which in turn implies special 
processing mechanisms may exist for optic flow [26]. Regan and Beverley further 
speculated the mechanism for processing optic flow may include an ability outside 
one’s awareness that parallels vector calculus to determine and track the extent of 
optic flow changes when moving. 

Other research has brought the importance of optic flow into question. Cutting, 
Reading, and Wang examined whether people veered in the direction they looked 



[27]. Cutting et al. had participants walk straight while looking to the side in an 
illuminated condition and in a darkened condition. They found that people veered in 
the direction looked. Cutting et al.’s results appear to contradict optic flow theory. 
Because participants never had the opportunity to look at a destination goal, an 
argument could be made the veering behavior resulted from participants using an 
egocentric-direction strategy for navigation [16], [28], [29]. During egocentric-
direction strategies, a person is believed to visually mark, or tag, a goal and walk 
toward it. Cutting et al. found no difference between the extent of veering and the 
lighting conditions. If visual-based navigation depended on optic flow, one would 
have anticipated differences because almost no visual input was available in the 
darkness condition. Conversely, if navigation depended on checking headings against 
a focus of expansion, one would have expected the veering behavior to be the same. 
However, navigation in low illumination environments and environments with few 
external cues has been demonstrated and sighted individuals may rely on more than 
vision to navigate [29], [30], [31]. Participants in Cutting et al.’s research may have 
used navigation strategies that depended very little, or not at all, on vision (e.g. 
kinesthesis and proprioception) [27].  

2   Incidental Visual Memory and Navigation 

The following data were previously reported by Thomas et al. [32]. Space constraints 
do not allow a complete recapitulation. This brief summary is included to provide 
some details on the methodology and results of the human data that the current 
modeling effort is attempting to match. Please consult the original study for a better 
understanding of the methodology.  

2.1   Participants 

The participants were 12 males with a mean age of 19.08 years (R = 18 - 24) who 
received monetary compensation for their participation and were in self-reported 
“average” or better health status. No participants reported a history of head or brain 
anomalies (traumatic injuries or illnesses). Participant visual acuity and color vision 
was screened. Immediately prior to their participation, the participants took part in a 
motion capture study that required wearing a portable motion capture suit and the eye 
tracker.  

2.2   Materials, Apparatus, and Procedure 

Materials. The navigation task included three rooms: the laboratory, a workshop, and 
a break area. See Figure 1 for an illustration of the layout. The laboratory served as 
the starting and ending point of the navigation task. The workshop floor dimensions 
were 230 feet × 49.5 feet with a ceiling height of 35 feet in one area and a dropped 
ceiling with a height of 9.5 feet in an area 7.5 feet from the wall with various 
laboratory entry doors spanning the entire length of the workshop. A 30-feet section 



spanning the breadth of the workshop at the area farthest from the lab also had the 
dropped ceiling. The break area consisted of an open floor plan with a glass block 
curved wall.  
 

 

Fig. 1. Floor Layout: A. Human Factors and Ergonomics Lab, B. Workshop, C. 
Curved glass wall, D. Soft drink vending machine  

 
The memory test stimuli were composed by taking advantage of natural occlusions in 
the workshop. The photographs were constructed so that none of the manipulated 
objects overlapped in the photographs. When possible, the photographs were taken 
from 3 different angles of incidence (left, right, and head-on). The images were 
reduced and cropped to 300 x 300 pixels. Three versions were photographed of each 
viewing angle when possible: (a) the original, unchanged scene, (b) with an object 
added to the scene, (c) and with an object removed from the scene. A fourth version 
of each scene was created by digitally changing the color of an object(s) in the scene. 
Thus, each scene had as many as 3 views and each view had as many as 3 foils which 
is a possible 9 foils for each scene. However, in order to prevent overlap of the 
manipulated scene regions and due to naturally occurring obstructions, composing 3 
views of each scene was not always feasible, nor was adding or removing objects 
always feasible.  

Apparatus. Right eye point-of-gaze was recorded with an Applied Science 
Laboratories Mobile-Eye tetherless infrared-video-based eye tracker. The eye tracker 
camera output at 60 Hz and the video capture was 29.97 frames per second. 
Therefore, the actual sampling rate is approximately 30 Hz. Memory test stimuli were 
displayed at a resolution of 800 × 600 pixels × 24-bit color on a flat screen LCD 
computer monitor viewed at approximately 75 cm (35.43° × 26.57° of visual angle). 
Test scenes were 300 × 300 pixels and subtended approximately 8.89° × 8.89° of 
visual angle at 75 cm viewing distance.  

Procedure. Participants were escorted to the laboratory without passing through 
the portion of the workshop they would later be asked to navigate. Once in the 
laboratory, informed consent was obtained. Demographic data, anthropometric data, 
and a brief medical history were collected. Visual acuity and color vision were 



screened. Participants were fitted with a portable motion capture suit and the eye 
tracker. We interacted with participants for approximately 1 hour during another 
experiment before the navigation task began. Participants wore the eye tracker for the 
other tasks as well as the navigation task. Participants were not told about the memory 
test until immediately before test administration and they were not told we were 
investigating navigation until debriefing. We gave each participant change to buy a 
soft drink from a vending machine and told the participant to buy a drink of his 
choice. We pointed in the general direction of the vending machine and instructed the 
participant to, "Just go that way until you find the drink machine.” If participants 
sought clarification, the researcher repeated the hand gesture and verbal instructions. 
No other clarification was offered.  

Navigation consisted of walking out of the lab through a door and turning left, then 
walking 110 feet through a closed pair of double doors. Although the break area was 
not visible through the doors, it was visible through a small opening in the wall 
immediately after exiting the workshop via the double doors. A barricade was placed 
to prevent participants from using the immediate path. Thus, participants had to walk 
an additional 30 feet around the curving glass wall, turn 90° and walk another 25 feet 
to reach the vending machine. After interacting with the vending machine, 
participants had to return around the glass block wall, pass through the double doors, 
walk partially through the workshop, and pass through the lab door.  

Upon returning to the lab, participants were immediately given an unannounced 
two-alternative forced-choice recognition test. Participants were tested on 18 scenes 
from the workshop. Test objects were presented to the right and left of a fixation 
point. The foil item was the same scene with either an item added to the scene, 
removed from the scene, or with a color replaced for an object in the scene. No scene 
was tested more than once for any participant. Task instructions were presented on the 
initial memory test screen and responses were input by participants with a standard 
button box. Participants were instructed to guess if they were uncertain. No feedback 
was given.  

2.3   Analyses and Results 

Video coding. All videos were independently coded by a senior undergraduate 
student and the primary author of the current paper. From a possible 31,944 coded 
frames, 26,325 were agreed upon. Interobserver agreement was 82.4% and the 
disagreements were resolved by conference. The reported eye movement and viewing 
behavior results are for 9 participants only. Two were excluded based on frame drop 
rates (≥ 90%) and the third file was corrupted. Percentages of the lengths of time 
spent looking at a focus of expansion were calculated by adding all the instances of 
looking at what appeared to be a focus of expansion for the entire navigation 
sequence minus the time spent interacting with the vending machine.  

Scene viewing behavior was erratic. Participants often appeared to make ballistic 
saccades from one object to another within a scene. If this was the case, apparent 
fixations consisted of a single frame, but without at least 2 frames, an apparent 
fixation may have been a sample taken in mid-saccade. All calculations are based on a 
minimum of 2 consecutive frames and are believed to underestimate actual viewing 



behavior. Of the 9 videos retained for analyses, the average rate of frame drop was 
22.17% and, other than eye blinks, it appears most of those were due to participants 
looking beyond the angle capabilities of the camera. Despite possible frame rate 
concerns, some objects were viewed as many as 53 frames (nearly 2 s).  

Incidental Visual Memory. The average time spent navigating through the 
environment that was tested for memory was 60.5 s. (R = 44.47 - 78.88 s). The 
average time spent viewing the tested scenes was 6.9% (calculated by using a 
minimum of 2 consecutive frames). Memory test results indicated the incidental 
memory for the scenes was 58.82% [t(11) = 2.39, p = .036, SE = .037] with a standard 
deviation of 12.79%. Performance for 1 participant was more than 2 standard 
deviations below the mean and performance for another was more than 2 standard 
deviations above the mean. Both were included in the reported memory results. 
Performance excluding the two possible outliers ranged from 47.06% to 64.71%.  

Navigation Behavior. The average total time spent navigating (total time from 
start to finish excluding the machine interaction time) was 118.4 seconds (R = 86.2 - 
182.7 s). The 182.7 s time is inflated because the gentleman walked past the break 
area and into other areas of the building. Although 2 participants did not view any of 
the same scenes during the return trip through the workshop, an average of 2.55 
objects (4.7%) viewed during the initial trip through the workshop were viewed again 
during the return trip through the workshop. Six participants viewed an initial object 
immediately outside the lab, but only 2 viewed the object again when returning to the 
lab.  

Vertical architectural elements were viewed more often than any other aspect of 
the environment with 11.24% of the total navigation time spent viewing walls, 
columns, and other vertical spatial boundaries. Participants appear to have defined an 
average of 6 areas of reference that may have been foci of expansion. Including the 
initial reference gaze, participants averaged 21.1 looks at prospective foci of 
expansion for an average of 9.9% of the time spent while walking. In some instances 
the possible foci of expansion included walls and these instances were counted as 
both possible foci of expansion and vertical spatial boundary looks. The subjective 
ranges of times per looks at a possible focus of expansion ranged from a short 0.07 s 
glance to a long 5.2 s stare. The average reference look at a possible focus of 
expansion was 0.52 s.  

3   Navigation Model 

The navigation model is a computational model implemented within the ACT-R 
cognitive architecture [1]. The ACT-R cognitive architecture is a production system 
symbolic architecture that incorporates models of memory, learning, perception, and 
action. Models of human performance constructed within ACT-R specify if-then rules 
that coordinate the goal, memory, perception, and action modules. The ACT-R 
architecture and incorporated modules are formal implementations of psychological 
theories.  



3.1   The Tasks 

Navigation. The navigation task can be divided into direction inference, foci of 
expansion target identifications and reference looks, obstacle avoidance, and 
incidental visual memory. When using a focus of expansion, the actor selects a 
heading target to serve as a focus of expansion and moves toward that target. The 
actor periodically checks the focus of expansion to verify the heading and once the 
navigation target is reached, another navigation target is selected. 

Obstacle avoidance. When an obstacle blocks the participant’s desired path, the 
space at the extents of the obstacle can be tested to determine if a viable path exists to 
attempt to bypass the obstacle. In the navigation task, the only open space is at the 
left-most extent of the glass wall. The participant navigates to this space with a goal 
of finding an opening in the wall. In this case, the participant does find an opening. In 
a more complex, maze-like environment, other spatial based memory strategies would 
be needed. 

Incidental Visual Memory. As the actor navigates through the environment and 
searches for the goal target (e.g., vending machine or lab), the actor is not only 
looking at and encoding obviously relevant objects but also other interesting objects 
in the environment. The shifting of attention to “irrelevant” objects is based on a 
combination of bottom-up and top-down factors. The visual features of some objects 
are particularly salient and will attract attention. Also, the visual features driving the 
participant’s search for the goal (i.e. color: red, category: box) will influence what 
objects are considered worthy of focused attention. The current model simulates these 
factors via feature-based search of the visual array.  

3.1   The Sub-Tasks 

Visual Search. Search is modeled as a feature-based conjunction search of the visual 
array [33]. As suggested by Williams, et al., the actor has some concept of a goal 
target (e.g., a soft drink vending machine) [14]. The actor searches the visual array for 
the features that are associated with their mental representation of the goal target. In 
this task, the actor has not seen the actual goal target and is assumed to be using some 
exemplar representation.  

Encoding. The encoding of visual objects is accomplished by integrating features 
into chunks. The subsequent chunks are stored in declarative memory. Once visual 
features are encoded as objects, the model can compare them to representations of the 
goal target or evaluate them as potential targets for navigation. 

Spatial Relationships. In navigation, the spatial relationship between the self and 
the environment is particularly important [16]. Spatial information is encoded from 
the visual array as part of the visual object chunk. This spatial information is 
egocentric in nature. The visual object chunk encodes the observer's bearing to and 



distance from the encoded object. An allocentric representation of the environment is 
built by constructing object-to-object relationships from the egocentric spatial 
relationships.  

4   Conclusion 

The current research seeks to construct computational models of human navigation in 
virtual three dimensional environments. The current model, within the ACT-R 
cognitive architecture [1], incorporates visual search, encoding of object features and 
spatial relationships, motion, obstacle avoidance, and incidental visual memory.  

The navigation model is a computational model implemented within the ACT-R 
cognitive architecture which is a production system symbolic architecture that 
incorporates models of memory, learning, perception, and action [1]. The visual 
search implementation is a feature-based conjunction search of the visual array. The 
encoding of visual objects is accomplished by integrating features into chunks that are 
stored in declarative memory.  Spatial information is encoded from the visual array as 
part of the visual object chunk. The spatial information is egocentric and the visual 
object chunk encodes the observer's bearing to and distance from the encoded object. 
The allocentric representation of the environment is constructed from the egocentric 
object-to-object spatial relationships. Navigation tasks used multiple foci of 
expansion target identifications and reference looks, obstacle avoidance, and 
incidental visual memory. The extents of the object were used to select a new 
navigation targets to bypass obstacles. Information about interesting objects in the 
environment is encoded.   
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